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Abstract
In computer graphics, easy-to-use tools for configuring lighting for 3D scenes are required by users. Following
a perception-based lighting design framework, which models image quality using cognitively inspired objective
functions, we present a new approach to lighting design which both: (1) allows the declarative specification of
lighting; and (2) uses target scenes and images to facilitate intuitive and natural interactive control of the scene
lighting. The LightOPex system enables users to select the desired lighting for a scene using exemplars in the form
of 3D scenes and 2D images and uses the perceptual properties of these exemplars as target values in an initial
optimization step.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism.

1. Introduction

The problem of finding optimal lighting parameters - posi-
tions, directions, colors, and intensities of light sources - to
achieve the visual properties required of a 3D scene is re-
ferred to as the lighting design process. The means by which
the required visual properties are specified, and the degree of
manual intervention allowed, are highly application depen-
dent. For example, 3D authoring tools allow full interactive
control in the interative design of lighting, whilst in the case
of visualization it is necessary that lighting design is a fully
automatic process in which the perceptual qualities of real-
time generated views of 3D objects are maximized.

Approaches to automated lighting design that assume the
existence an ideal configuration of the lighting (i.e. ideal
lighting approaches) in general aim to somehow optimize
the configuration of the lights in order to reveal visual prop-
erties of objects in the final 2D images. The visual proper-
ties of objects can be characterized according to the different
kinds of information that 2D images convey, such as depth
information and information about the shape of objects in
the scene. Such information is obtained by the viewers from
2D properties of the scene such as the shading gradient, ob-
ject and feature edges, regions (and degrees) of contrast, and
the value and distribution of luminance.

Ideal lighting approaches try to maximize the visual
properties of objects in a scene by optimizing an objec-

tive function which characterizes such visual properties
[HO06][SL01]. In practice, the notion of ideal lighting is
only meaningful with respect to a small range of real-world
graphics applications. Such applications include automatic
lighting of 3D visualizations where the number, position and
orientation of 3D glyphs or other objects cannot be predicted
in advance (and are typically not textured). Although in such
visualization applications the color, spatial properties and
other physical characteristics of the elements capture all the
information to be represented (and the role of lighting is to
reveal these), in many domains subtle changes in lighting
are used to convey mood, emotion, and factors other than
the raw geometric and visual properties of the scene ele-
ments. Consequently, the goal of general research program
into lighting design research is not an accurate (and em-
pirically verified) objective function for ideally illuminated
scenes, but a framework for the specification of lighting us-
ing example 3D scenes and even photographs - tools to allow
artists to interactively modify scene lighting through inverse
design.

Ideal lighting approaches presume the ability to model
target scenes in the form of a perceptually meaningful
objective function and to optimize source scenes using
these objectives. We refer to such a process as lighting-by-
example. Our approach to lighting-by-example is based on a
perception-based lighting framework that we initially devel-
oped within our ideal lighting framework and with which we
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can optimize lighting parameters with respect to a set of tar-
get values of different components in an objective function.
We propose a lighting-by-example approach as a result of
our recognition of that perceptual optimality is rarely an ap-
propriate or meaningful notion when 3D artists are engaged
in lighting design.

Viewers are highly sensitive to the emotional tone of an
image arising from its lighting, although non-expert viewers
will have little or no insight into the configuration of lights
with which such effects are created. Indeed, in photographic
and film production the subtleties of scene lighting are often
the results of highly artificial configurations of lights on a
studio set (and post production editing). In short, we know
what we want when we see it, but have little idea of how to
reproduce it. This is the observation on which we base the
lighting-by-example approach - that lighting is best config-
ured for 3D scenes on the basis of existing exemplars of im-
ages and not through direct manipulation of lighting types,
positions and luminance.

2. Example-based approaches

There has been a number of approaches which can be
considered either examples of, or strongly related to, the
example-based approach to lighting design. Schoeneman et
al [SD*93] addressed lighting design as an inverse problem.
Users are able to configure a set of desired properties that
are expected to appear in the final image and the system
tries to find out a solution whose properties are closest the
set of desired properties. Directly painting on the surfaces
of the rendered scene causes a change in surface radiance
functions, and these after-painted surface radiance functions
are used as target values in the optimization process that fol-
lows. Painted surfaces in the rendered image are given more
weight, which biases the optimization towards solutions with
properties that best match the painted surfaces. In this ap-
proach, painted surfaces can be considered as examples af-
fecting the target radiance surface functions, though in this
approach Schoeneman et al only addressed the problem for
finding matching light intensities and colors for fixed light
positions. Design Galleries [MA*97] adopted an approach
that was significantly different from that of inverse lighting
design through the manipulation of object properties (such
as shadows). Here Marks et al’s goal was the design of an
interactive system to allow a user to interactively reduce the
design space for light configurations through the use of a
mapping function between an input vector containing light
position, light type, and light direction and an output vector
containing a set of values that summarizes the perceptual
qualities of the final image. During the optimization step
lights are moved from one predefined position to another.
At each position a light type is selected from a set of light
types; and a corresponding image is generated. Final images
are then arranged in clusters on the basis of the perceptual
distance between images.

Design Galleries [MA*97] can be considered to be in the
spirit of an example-based approach despite the fact that
there is no specific target used as the basis for an objec-
tive function (to be optimized). Through its generation of
a wide range of clustered images as examples, Design Gal-
leries presents sets of exemplars for users to perform selec-
tion on as part of an render-selection loop. Thus, there is no
information about what effects users want to have in the fi-
nal images, but the user has the opportunity to select good
candidates. Image-based lighting can also be considered as
another form of example-based approach. Supan and Stup-
pacher [SS06] presented an approach to lighting augmented
environments in which virtual objects fit seamlessly into a
real environment. A key challenge in such applications is
how to consistently co-ordinate the lighting between virtual
objects and a real environment.

Image-based lighting approaches attempt to capture light-
ing information from a real environment and use it somehow
to light virtual objects such that consistency in the lighting
of the virtual object and the real-world objects can be ob-
tained. At the heart of this approach is an environment map
which represents lighting information of the real environ-
ment. To obtain the environment map, a mirrored sphere is
set up in real environment such that surrounding scene can
be seen as a reflection on the sphere, and the image of the
mirrored sphere is captured with a camera. Specular and dif-
fuse sphere maps can be created using a radial blur technique
in which image captured from mirrored sphere is mapped to
a virtual sphere of unit radius. Shadows are also addressed
in this approach and to calculate the shadows cast by vir-
tual objects, light positions in the real environment are iden-
tified. Supan and Stuppacher use an intensity distribution-
based technique for estimating the light positions from the
environment map was used. A high dynamic range image de-
rived by combining several images captured under different
lighting exposures was used to enhance accuracy of the light
position estimation. The finally rendering process requires
only small modifications in the calculation of the lighting
(obtained by looking up values in the environment map and
using Lambert’s Law). This approach can be considered as
a class of lighting-by-example, that is, a lighting optimiza-
tion problem in which lighting parameters for virtual envi-
ronment are optimized on the basis of lighting information
captured from real environment.

3. Perception-based approaches

Our proposal for lighting-by-example is based on our core
perception-based lighting design framework. This in turn
is an extension to the approach proposed by Shacked and
Lischinski [SL01]. In their perception-based lighting design
scheme the position and intensity of light sources (specu-
lar and diffuse components of a local illumination model)
are optimized using an evaluation function that characterizes
separate aspects of low-level processing in the segmentation
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and recognition of objects. At the heart of this approach is an
objective function that is a linear combination of five distinct
image properties:

• Fedge edge distinctness;
• Fmean mean brightness;
• Fgrad mean shading gradient;
• Fvar intensity range;
• Fhist image intensity distribution.

Thus the objective function F(θk,ϕk, Idk, Isk,Rk) is:
F(θk,ϕk, Idk, Isk,Rk) = weFedge + wmFmean + wgFgrad +
wvFvar +whFhist

Where θk is the elevation angle of kth light; ϕk is the az-
imuth angle of kth light; Idk is the diffuse intensity of kth

light, Isk is the specular intensity of kth light; Rk is the dis-
tance of kth light (fixed for directional lights); k = 1, 2,... K
is the identifier of a light where K is the number of lights;
and we, wm, wg, wv, and wh are the weights for different ob-
jective function components.

A sixth component of the image quality function orig-
inally proposed by Shacked & Lischinski biases the opti-
mization of a key light to a particular elevation and orien-
tation above and in front of the object (relative to the view-
point). Although this is a standard practice in photography
and might be explained in terms of evolutionary psychology
[Gro94] - that our perceptual system evolved for scenes lit
by the sun or moon - we instead simply constrain the light
position to a quarte sphere, in front of, and above, the centre
of the scene.

In their original proposal Shacked Lischinski formu-
late the optimization problem such that the lower values of
F(θk,ϕk, Idk, Isk,Rk) correspond to configurations with de-
sired visual characteristics and a greedy gradient descent
minimization algorithm is utilized in the discovery of ap-
propriate lighting configurations.

We have extended their approach by: (1) analyzing the
shape of the objective function and applying a more power-
ful optimization technique; and (2) by adding new percep-
tually motivated components to the objective function. We
have implemented both genetic algorithm and simulated an-
nealing in addition to the steepest decent technique origi-
nally deployed by Shacked & Lischinski [SL01]. We have
also incorporated a number of features that were not appar-
ent in previous perception-based lighting design systems:

(a) contrast: contrast between different surfaces of an ob-
ject is important in conveying information about shape and
depth of objects.

(b) back-lighting: a well established feature of cinematic
and photographic practice is to back-light the subject, this
has the effect of maximizing the gradient in the intensity be-
tween the subject and the background.

(c) Perceptually uniform color spaces: standard ap-
proaches in lighting design implement metrics over standard

RGB (or equivalent) color spaces, despite the fact that such
spaces are highly non-uniform with respect to human judg-
ments of color.

For a complete description of our extensions and an dis-
cussion of the evaluation of different optimization schemes
see [HO06].

4. Lighting-by-Example

The aim of the lighting-by-example approach to lighting de-
sign is to provide users with a means to express their de-
sired characteristics through the use of pre-lit exemplars. A
user selects target image from a set of examples provided by
the lighting system in the form of 3D scenes or 2D images.
Properties of the selected example are used in an initial op-
timization step. The optimization process seeks to discover
a configuration of the lighting parameters such that the com-
ponents of the objective function extracted from rendered
scene have values that are close to that of the target exam-
ple.

4.1. Target property extraction

The first step of lighting-by-example pipeline is the compu-
tation of target values of the six objective function proper-
ties: edge distinctness; mean brightness; mean shading gra-
dient; intensity range; image intensity distribution; and con-
trast. The key data structure for this process is the pixel type
map which records the type of pixels in a rendering. A pixel
type map for renderings of 3D scenes is extracted by apply-
ing an edge detection operator to the depth buffer [ST90].
Sobel and Laplace edge detection operators are combined
to enhance the accuracy of edge detection. Points on sur-
faces of objects in the scene are detected by an algorithm
using color-coded polygon identifiers [HO106]. The result-
ing pixel type map contains 3 types of pixels: EDGE: pixels
on the edge of an object; SURFACE: pixels on the surface
of an object; and BACKGROUND: pixels corresponding to
objects and scene elements that are considered to be in the
background. The pixel type map is used in the calculation of
different components in the objective function.

Edges

According to psychological research on the human visual
system [Gro04][SJ90], edges convey significant information
about shape of objects. Therefore, under the ideal lighting
view they should be clearly apparent in the image. The edge
component (Fedge) measures the prominence of edges in an
image. The prominence of edges is estimated by computing
the ratio of the number of pixels detected by a pixel-based
edge detection operator applied to the rendered image, and
the total number of actual edge pixels computed for the pixel
type map.

Given a 2D rendered image, edges are detected by com-
bining first and second order derivatives of image intensity
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function I(x,y). The first derivative of I(x,y), the gradient,
detects local changes in the luminance at a pixel p(x,y). The
second order derivative aims to address discontinuities of the
first derivative. This approach to edge detection is widely ex-
ploited in computer vision [ST90]. Specific implementation
details can be referred in [HO106]

Shading gradient

Perceptual psychologists consider shading as one impor-
tant depth cue [Gro04][SJ90]. In our lighting design frame-
work, the shading gradient component of the objective func-
tion serves to enhance perception of depth. The shading gra-
dient at each pixel p(x,y) is calculated and the final shading
gradient is derived by averaging shading gradients over the
whole image. This mean value for the target image is used
as the shading gradient component in the optimization of the
scene to be lit.

Tgrad =
√

1
Ns

∑
p(i, j)∈S

|∇i, j|2. (1)

Tgrad : the target shading gradient component extracted from
an example;

p(i, j): a pixel in the ith row and jth column in an image;

∇i, j: the shading gradient of the image function I(x,y) at
a pixel p(i,j);

S: a set of surface pixels derived from the pixel type map;

Ns: the number of surface pixels.

Luminance

The mean luminance component has a global impact on
the luminance of the rendered image. The optimization pro-
cess attempts to set the mean luminance of the rendered im-
age close to the target value. Thus the mean luminance of the
example is used as the target value for mean luminance com-
ponent in the optimization process. The mean luminance of
an example is calculated as follows:

Tmean =
1

Ns
∑

p(i, j)∈S
I(i, j) (2)

Tmean: the target mean component extracted from an exam-
ple scene;

p(i, j): a pixel in the ith row and jth column in an image;

I(i, j): the value of the image function at a pixel p(i,j);

S: a set of surface pixels derived from the pixel type map;
Ns: the number of surface pixels.

Luminance variance

The human visual system is particularly sensitive to a nar-
row range of luminance around a certain average luminance

value. The luminance variance component aims to constrain
the overall brightness of the rendered image to an appropri-
ate luminance range. LIGHTOPEX computes this variance
for the exemplar and aims to set the value for the scene to
be lit accordingly. The variance component is calculated as
follows:

Tvar =
√

1
Ns

∑
p(i, j)∈S

(I(i, j)−Tmean)2 (3)

Tvar: target luminance variance component extracted from
an example;

p(i, j): a pixel in the ith row and jth column in an image;

I(i, j): the value of the image function at a pixel p(i,j);

S: a set of surface pixels derived from the pixel type map;

Ns: the number of surface pixels;

Tmean: the target mean component extracted from an ex-
ample scene.

Brightness histogram

A brightness histogram is used to represent the distribu-
tion of brightness value over pixels. The histogram com-
prises 256 bins, and the value of each bin represents the
number of pixels within a certain brightness range. The his-
togram is normalized by dividing value of every bin by the
total number of pixels used in the histogram.

T k
k∈[0,255]hist =

Nk
Nt

(4)

T k
hist : the target histogram value of bin kth extracted from an

example.

Nk: the number of pixels at brightness level k

Nt : the total number of pixels used for calculating the his-
togram. If the example is a 3D model, this is the total number
of edge and surface pixels. If the example is a 2D image, this
is the total number of pixels in the 2D image.

Contrast component

Empirical studies of visual cognition have also demon-
strated that object perception depends on both the absolute
amount of luminance and the difference of the object’s lumi-
nance from its background [Gro04]. We extend this notion
through the provision of a means of evaluating in luminance
between adjacent parts of an object and incorporating this
in our objective function as follows: Contrast between two
parts of an object is given by:

Ci j =
Yi−Yj

Yj
(5)
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Ci j: the contrast between part i and part j;

Yi: the mean luminance of part i.

The mean luminance of a part is calculated as follows:

Yi =
1
Ni

∑
p(x,y)∈Pi

I(x,y) (6)

Pi: part i of an object;

Ni: the number of pixels in the image corresponding to
part i;

p(x,y): a pixel in the xth row and yth column in an image;

I(x,y): Value of image function at a pixel p(x,y) Edges in
the pixel type map correspond to boundaries between parts
of an object. With this assumption, we developed an algo-
rithm for calculating the contrast between adjacent parts of
a 3D object using the pixel type map [HO06].

4.2. 3D vs 2D examples

A 3D example is created by rendering a sample model
with lighting parameters previously specified - where the
model has been created either for a separate purpose or
for the specific purpose of being used in as an exemplar in
LIGHTOPEX. Separated components of the objective func-
tion are extracted and saved in a configuration file. The ren-
dered image is also saved to a bitmap file. In practice the 3D
model can be rendered multiple times with different config-
urations of lighting parameters in order to create different
examples of the same model (as in Design Galleries).

2D examples are actually 2D images created by rendering
3D models or photographic images of real scenes. Other than
the edge and contrast components, which are not used in 2D-
exemplars, the remaining target components are extracted in
the same way for both 3D and 2D examples. Target compo-
nents are calculated over all pixels of the 2D image example.
For 3D examples, the pixel type map is used to decide which
pixels should be taken in to consideration in the calculation
of the target components. Note that for 2D image examples,
S is computed using a set of pixels of the whole 2D image
excluding only the set of edge pixels which can be derived
by applying a standard edge detection technique to the ex-
ample image.

4.3. Shadow processing using a shadow-map

Shadows have not been considered in most previous inter-
active lighting design approaches, probably because of the
complexity of the implementation and the rendering times
required. In practice, shadows are one of the key ecologi-
cal features of real-world vision that needs to be incorpo-
rated in the lighting design process. However, shadows are

problematic as they actually contribute regions of low lumi-
nance to the rendered scenes. For 2D image-based optimiza-
tion techniques in lighting design, shadows tend to result in
what would traditionally be considered as ’non-ideal’ bright-
ness levels in rendered images. Specifically, shadows signif-
icantly impact on the edge (Fedge), mean luminance (Fmean)
and luminance variance (Fvar) components of the objective
function used in our approach.

With respect to the mean luminance component, shadows
give rise to low brightness regions in the image that result
on lowered values of the mean luminance component. For
the same reason shadows also tend to drive the luminance
variance into a lower range of intensity since the target value
of intensity variance constrains the intensity of the rendered
image to a predefined width of intensity range. During the
optimization process lighting parameters are thus influenced
such that of the mean brightness of the rendered image in-
creases to reach the target value component during optimiza-
tion process. This leads to a defect whereby object surfaces
are overlit, and the final image of the optimization process is
too bright. Edges are also significantly weakened in shadow
regions and need to be enhanced using particular techniques
[Bra04].

We propose a solution to these problems whereby for the
brightness and intensity variance components (Fmean and
Fvar) in the objective function, the pixels in shadow re-
gions are not used in the calculation of the mean brightness
and intensity variance components. For the edge component
(Fedge), edge pixels are weighted differently for two types of
edge pixels, that is, edge pixels are in and out of shadow re-
gions. The edge pixels in shadow regions are given a weight
whose value is higher than that of edge pixels not in shadow
regions. As a consequence edges pixels in shadow regions
have significantly more influence on the objective function.

A data structure called shadow map is used in the imple-
mentation of approach. The shadow map is actually an array
whose elements show which pixels in shadow and which are
not in shadow. The shadow map is derived by casting shad-
ows into the scene with a depth buffer-based technique.

5. Results

Figures 1 and 2 show examples of results of the approach
for different classes of exemplars (2D, 3D and photograph).
The recognizable properties of exemplars such as overall lu-
minance and shading gradient are captured to optimized im-
ages.

Figure 1 shows the results in which target 2D images are
used, and figure 2 shows the results in which target 3D im-
ages and target photo are used . Images in the first row are
targets, and those in the other rows are corresponding results.

Results in columns 1 and 2 of figure 1 and figure 2 have lu-
minances that are quite similar to those of targets. The ranges
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of brightness of results in columns 1 and 2 of figure 1 and fig-
ure 2 are recognizably equivalent to those of targets, and that
means the luminance variance and histogram components
have significant impacts on optimization process. Looking
at results in columns 1 and 2 of figure 1, the average lumi-
nances of those results are pretty the same but the shading
effects are significantly different due to the impacts of shad-
ing gradient component on optimization process.

6. Conclusion

LIGHTOPEX implements a novel lighting-by-example ap-
proach to lighting design. A perception-based objective
function was used at the core of the approach to capture the
properties over an image function. Extended features as well
as shadow processing have been incorporated into the pro-
cessing pipeline. The potential application of research to the
design of lighting includes the specification of lighting in
which photographs are used as targets, though future tools
should incorporate controls that help graphics designers in-
teractively modifying scene lighting through inverse design.
Such approaches hypothesize that target scenes can be mod-
eled in the form of a per ceptually meaningful objective
function, and the lighting of source scenes can be optimized
using these objectives. One of the drawbacks of this system
is that the spatial frequency information in the target im-
ages is not captured to the final image other than information
about edge prominence, average luminance, shading gradi-
ent, histogram, and contrast. In other words, spatial distribu-
tion of pixels at certain luminance level is not captured. An
extension to this system that enables the lighting-by-example
to capture spatial frequency information is the topic of on-
going work.
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Figure 1: Lighting by example with 2D targets. Images in the first row are target 2D images. Images in the other rows are
results derived by optimizing different 3D scenes with corresponding targets in the first rows.
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Figure 2: Lighting by example with 3D targets and photos. Images in the first row are target 3D image and target photo. Images
in the other rows are results derived by optimizing different 3D scenes with corresponding targets in the first rows.
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