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Abstract

Automultiscopic displays show stereoscopic images that can be viewed from any viewpoint without special glasses.
They hold great promise for the future of television and digital entertainment. However, the image quality on these
3D displays is currently not sufficient to appeal to the mass market. In this paper, we extend the frequency analysis
of light fields to address some of the major issues in 3D cinematography for automultiscopic displays. First, we
derive the bandwidth of 3D displays using ray-space analysis, and we introduce a method to quantify display
depth of field. We show that this approach provides solid foundations to analyze and distinguish various aspects of
aliasing. We then present an anti-aliasing technique for automultiscopic displays by combining a reconstruction
and a display prefilter. Next, we show how to reparameterize multi-view inputs to optimally match the depth of
field of a display to improve the image quality. Finally, we present guidelines for 3D content acquisition, such as
optimal multi-view camera configuration and placement.

1. Introduction

For more than a century, the display of three-dimensional
images has inspired the imagination and ingenuity of en-
gineers and inventors. Automultiscopic displays offer view-
ing of high-resolution stereoscopic images from arbitrary
positions without glasses. These displays consist of view-
dependent pixels that reveal a different color to the ob-
server based on the viewing angle. View-dependent pixels
can be implemented using conventional high-resolution dis-
plays and parallax-barriers (see Figure 1), lenticular sheets,
or integral lens sheets. Although the optical principles of
multiview auto-stereoscopy have been known for over a cen-
tury [Oko76], it is only recently that displays with increased
resolution have made them practical. Laptops with automul-
tiscopic displays are shipping [Sha05], and high-quality au-
tomultiscopic desktop monitors cost about $3,000 [Opt05].
As a result, 3D television is getting renewed attention
with Grundig’s announcement that they will acquire, trans-
mit, and display 3D content during the 2006 soccer world
cup [Yah05].

However, automultiscopic displays today have several
major drawbacks. Most importantly, they are plagued by
disturbing visual artifacts that are most salient for moving

observers, but also make long viewing from a static posi-
tion an uncomfortable experience. Secondly, the acquisition
of artifact-free 3D content is challenging. Photographers,
videographers, and professionals in the broadcast and movie
industry are unfamiliar with the complex setup required to
record 3D content. There are currently no guidelines for
multi-camera parameters, placement, and post-production
processing. In particular, the image data captured by the ac-
quisition system do not map to display pixels in a one-to-one
fashion in most practical cases. This requires resampling of
the content without introducing visual artifacts, which has
never been studied for automultiscopic displays.

In this paper, we present a signal processing framework
to deal with these problems in a principled way. We intro-
duce a ray-space analysis of automultiscopic displays that
allows us to characterize display bandwidth. In particular,
our approach concisely explains the notion of display depth
of field, and we show how to combat interperspective alias-
ing [Hal94,MT05] using linear filtering in ray space. We also
extend our approach to resampling multi-view input that was
acquired at a limited resolution without introducing aliasing
artifacts. Next we introduce a method to cope with the shal-
low depth of field of practical 3D displays. It allows adapt-
ing the depth range of the acquired content to the depth of
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Figure 1: An automultiscopic parallax barrier display
with five view-dependent subpixels per multiview pixel. We
distinguish automultiscopic displays with multiple view-
dependent subpixels from autostereoscopic displays that
project exactly two views, one for each eye.

field of the display during post-production. Finally, we pro-
vide practical guidelines and formulas for 3D content acqui-
sition. We explain how to compute the optimal configuration
and placement of the multi-view camera given an estimate
of the scene parameters.

Although the frequency analysis of ray space signals is a
well known tool in computer graphics [CCST00], it has not
been applied to study aliasing on 3D automultiscopic dis-
plays before. Isaksen et al. [IMG00] made the connection
between light fields and automultiscopic displays, but they
did not address aliasing artifacts due to limited display band-
width. On the other hand, researchers in the 3D display com-
munity have been aware of this work, but they concluded that
it could not be extended to address interperspective alias-
ing [MT05]. In this paper, we bridge the gap between previ-
ous work in the computer graphics and 3D display literature.
Our approach provides novel algorithms for antialiasing and
resampling, and precise guidelines for content acquisition.

2. Previous Work

Content for automultiscopic displays can be acquired us-
ing single cameras and fiber optics [JO02], stereo cam-
eras [FKdB∗02], or dense arrays of synchronized cam-
eras [MP04, WSLH02]). Commercial automultiscopic dis-
plays [LF02, SG02] are based on parallax barriers or lentic-
ular sheets placed on top of high resolution screens. Re-
searchers have also used multi-projector systems [MP04,
JJC∗01]. While many acquisition and display systems pro-
vide only horizontal parallax, horizontal and vertical par-
allax can be obtained using fly’s eye (or integral) lens
sheets [JO02]. Even though we restrict our discussion to
acquisition and display with horizontal parallax and few
views per pixel, the principles presented in this paper ap-
ply to all these cases. However, we do not consider head-
tracked stereoscopic display such as proposed by Perlin et
al. [PPK00] and Sandin et al. [SMG∗05]. The acquisition of
stereo image pairs for such displays has been discussed in

depth by Holliman et al. [Hol04, JLHE01]. However, stereo
image pairs do not suffer from the aliasing artifacts that we
are focusing on in this paper.

Most previous work has approached anti-aliasing for
3D displays using wave optics [MT05, HOY00, Hil94].
Halle [Hal94] provides both a geometrical and a wave optics
perspective for anti-aliasing. All the previously proposed al-
gorithms have difficulties to handle occlusion and specular
surfaces. Furthermore, they require knowledge of per pixel
scene depth for appropriate filtering. In the absence of depth
information, the algorithms resort to a conservative worst
case approach and filter based on the maximum depth in
the scene [MT05]. In practice, this limits scenes that can be
displayed with reasonable quality to ones with very shallow
depth. The most critical conceptual difference with our work
is that previous work analyzed 3D display aliasing by study-
ing the reproduction of a single 3D point, while we cast it as
a multidimensional sampling problem using the full signal.

Automultiscopic displays emit light fields [LH96], which
represent radiance as a function of position and direction
in regions of space free of occluders. A frequency analy-
sis of light fields, which is also known as plenoptic sam-
pling theory, was first introduced by Chai et al. [CCST00]
and Isaksen et al. [IMG00]. They analyze the spectrum of
a scene as a function of object depth and show that most
light fields captured using camera arrays are aliased. They
propose reconstruction filters that remove aliasing and pre-
serve as much as possible of the original spectrum. Isak-
sen et al. [IMG00] also demonstrate that reparameterization
can be used to display light fields on automultiscopic dis-
plays. More recently, Stewart et al. [SYGM03] proposed
to enhance Chai’s reconstruction filter with a wide aper-
ture filter. This leads to images with a larger depth of field
than Isaksen’s approach without sacrificing the sharpness
on the focal plane. Our approach builds on Isaksen et al.’s
work [IMG00] on re-parameterizing light fields for automul-
tiscopic display. However, they focus on combatting aliasing
during light field reconstruction and they do not take dis-
play bandwidth into consideration. In contrast, we present
a resampling framework that addresses both reconstruction
aliasing and aliasing due to limited display bandwidth.

3. Signal Processing for 3D Displays

In this section, we introduce a multidimensional signal pro-
cessing framework to study 3D displays. Our analysis is
based on a ray space representation of automultiscopic 3D
displays, which we explain in Section 3.1. In Section 3.2 we
show how this allows us to characterize the display band-
width, and in Section 3.3 we describe the connection be-
tween display bandwidth and depth of field. Our approach
marks a significant departure from previous work in the au-
tomultiscopic display community that analyzed the repro-
duction of a single 3D point [Hil94,Hal94,MT05] rather than
a signal representing a full scene.
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3.1. Ray Space Representation

Multiview autostereoscopic displays seek to reproduce the
light array for every location and direction in the viewing
zone. We parameterize light rays by their intersection with
two planes [LH96,GGSC]. For a parallax-barrier display, we
use the parallax barrier plane as the t coordinate, and the high
resolution screen as the v coordinate (Figure 2). We follow
Chai et al.’s [CCST00] conventions that the t and v axes have
opposite orientations and the v coordinate of a ray is relative
to its t coordinate. All rays intersecting the t plane at one
location correspond to one multi-view pixel, and each inter-
section with the v plane is a view-dependent subpixel. We
call the number of multi-view pixels the spatial resolution
and the number of view-dependent subpixels per multi-view
pixel the angular resolution. The display rays form a higher-
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Figure 2: Parameterization of a scanline of a multiview dis-
play and corresponding 2D sampling grid. Because the v
coordinate of a ray is relative to its t coordinate, all vertical
rays (shown at the top of the figure) lie on the t axis with v=0
(shown at the bottom).

dimensional grid in ray space† (Figure 2, bottom). Each ray
in the top of Figure 2 corresponds to one sample point at
the bottom of the figure. Current digital automultiscopic dis-
plays provide only horizontal parallax, i.e., they sample only
in the horizontal direction on the v plane. Hence, we can treat
each scanline on the t plane independently, which leads to a
two-dimensional ray space. We use the term display view to
denote a slice of ray space with v = const (note that these
views are parallel projections of the scene). Without loss of

† We are aware that most physical displays do not correspond to a
quadrilateral sampling grid as shown in Figure 2. A similar analy-
sis can be developed for these grids. Non-quadrilateral grids have
been investigated by Konrad et al. [KA05], but they only considered
sampling in individual views (v = const slices) instead of (v, t) ray
space.

generality, we assume the distance between the planes f has
unit length (see Figure 2), and we omit factors f in our equa-
tions. However, this unit factor needs to be considered to en-
sure the consistency of physical units.

3.2. Display Bandwidth

The sampling grid in Figure 2 imposes a strict limit on the
bandwidth that can be represented by the display, known as
the Nyquist limit (Figure 3 left). Let us denote angular and
spatial frequencies by φ and θ, and sample spacing by ∆v
and ∆t. Then the display bandwidth is given by

H(φ,θ) =
{

1 for |φ| ≤ π/∆v and |θ| ≤ π/∆t,
0 otherwise.

(1)

2π

θ∆t/∆v-φ=0
H(φ,θ)

∆t

2π
∆v

θ

φ

|z| > ∆t/∆v

|z| < ∆t/∆v

Figure 3: Ray-space bandwidth of automultiscopic displays.
Note that the relative scaling of the φ and θ axes is arbitrary.
We chose the scaling to indicate the relative resolution of the
two axes, which is usually two orders of magnitude larger in
the spatial direction (θ axis) than in the angular direction (φ
axis). The depth of field of the display is given by the diago-
nals of its rectangular bandwidth.

3.3. Display Depth of Field

Chai et al. [CCST00] and Isaksen et al. [IMG00] have shown
that the spectrum of a light field, or ray space signal, of a
scene with constant depth is given by a line φ/z + θ = 0,
where z is the distance from the t-plane. From Figure 3
we see that for scenes at depths |z| ≤ ∆t/∆v, their spectral
lines intersect the rectangular display bandwidth on its left
and right vertical boundary. This means these scenes can
be shown at the highest spatial resolution θ = π/∆t of the
display. However, for scenes with |z| > ∆t/∆v, their spec-
tra intersect the display bandwidth on the horizontal bound-
ary. As a consequence, their spatial frequency is reduced to
θ = π/(∆vz). This is below the spatial resolution of the dis-
play, hence these scenes will appear blurry.

This behavior is dual to photographic depth of field ef-
fects and the range of exact refocusing in light field photog-
raphy [Ng05] . The range |z| ≤ ∆t/∆v is the range that can
be reproduced by a 3D display at maximum spatial resolu-
tion and we call it the depth of field of the display. Similar to
light field photography, the depth of field is proportional to
1/∆v, or the Nyquist limit in the angular dimension.

c© The Eurographics Association 2006.

75



M. Zwicker, W. Matusik, F. Durand & H. Pfister / Antialiasing for Automultiscopic 3D Displays

Since current displays have a very limited angular band-
width, they exhibit a shallow depth of field. A commercial
23′′ parallax barrier display [Opt05] has a pitch of 0.25mm
for the view-dependent subpixels and a distance of 4mm be-
tween the high-resolution screen and the parallax barrier.
This corresponds to 8 view-dependent subpixels per multi-
view pixel that subtend an angle, or a field of view, of about
25 degrees. To parameterize the display rays, we choose the
parallax barrier to coincide with the t plane and place the
v plane at unit distance. Therefore, we get ∆t = 2mm and
∆v = 0.0625mm, which yields a depth of field of a mere
±32mm. This means that any scene element that appears at
a distance larger than 32mm from the display surface will be
blurry. Although this seems like a very small range, it is suf-
ficient to create a convincing illusion of depth perception for
viewing distances up to a few meters.

To characterize scenes with respect to a given display, it
is useful to specify scene depth relative to the depth of field
of the display. Interestingly, the ratio of scene depth over
depth of field d(z) = z∆v/∆t corresponds to the disparity
between views on the display. By this definition, scenes with
maximum disparity d < 1 lie within the depth of field of
the display. A given disparity d > 1 means that the spatial
bandwidth is reduced by a factor of 1/d. This is equivalent
to Halle’s geometric sampling criterion [Hal94].

4. Resampling for 3D Displays

With the bandwidth analysis from the previous section it
is straightforward to antialias continuous input signals. We
would simply multiply the spectrum of the input signal with
a low-pass filter that has the same bandwidth as the display.
In practice, however, light fields are represented as sampled
signals, which are usually acquired using camera arrays. To
show a sampled light field on an automultiscopic display,
the samples of the input light field need to be mapped to the
samples, i.e., pixels, of the display. Unfortunately, the sam-
pling patterns of typical light field acquisition devices, such
as a camera rigs, and automultiscopic displays do not lead
to a one-to-one correspondence of rays. Hence, showing a
light field on an automultiscopic display involves a resam-
pling operation.

In this section, we introduce a resampling framework that
avoids aliasing artifacts due to both sampling steps involved
in a light-field acquisition and display pipeline, i.e., the sam-
pling that occurs during scene acquisition, and sampling that
is performed when mapping camera samples to display pix-
els. Our approach is based on the resampling methodology
proposed by Heckbert [Hec89] in the context of texture map-
ping. In Section 4.1, we first describe how to reparameterize
the input light field and represent it in the same coordinate
system as the display. This allows us to derive a resampling
filter, which combines reconstruction and prefiltering, as de-
scribed in Section 4.2.

4.1. Reparameterization

Before deriving a combined resampling filter, we need to es-
tablish a common parameterization for the input light field
and the 3D display (Figure 4, left). We restrict the discus-
sion to the most common case where the light field param-
eterizations are parallel to the display. Denote input coordi-

∆vin

∆tin

∆td

∆vd

tin vin td vd

fin

vd

td

zin zd Camera rays/samples

Display rays/samples

Geometric Setup Ray Space

(Display Coordinates)

Figure 4: Mapping the input rays to display coordinates:
Geometric setup (left) and sampling grids in ray space
(right). The acquisition parameterization is translated by a
distance fin compared to the display, which corresponds to
a shear in ray space. Each ray on the left corresponds to one
sample point on the right.

nates of the camera and the focal plane by tin and vin, the
distance from the tin axis by zin, and the sampling distances
by ∆tin and ∆vin. The tin axis is also called the camera base-
line. Similarly, we use display coordinates td , vd , zd , ∆td ,
and ∆vd . Without loss of generality, we assume a unit dis-
tance between the t- and v-planes for both the display and
the input light field.

The relation between input and display coordinates is
given by a single parameter fin, which is the distance be-
tween the camera plane tin and the zero-disparity plane td
of the display. This translation corresponds to a shear in ray
space

[
vin
tin

]
=

[
1 0
fin 1

][
vd
td

]
= M

[
vd
td

]
. (2)

Automultiscopic displays based on parallax barriers usually
have a high spatial resolution (several hundred multiview-
pixels per scanline) and low angular resolution (around ten
view-dependent sub-pixels), while acquired light fields have
a low spatial resolution (a few dozen cameras) and high an-
gular resolution (several hundred pixels per scanline). This
leads to two sampling grids that are highly anisotropic and
that do not have the same orientations (Figure 4, right). Of
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course it is also possible to construct automultiscopic dis-
plays with a one-to-one correspondence between camera and
display rays, for example using projectors [MP04]. How-
ever, this does not solve the aliasing problem that we are
addressing.

4.2. Combined Resampling Filter

Our resampling technique for 3D display antialiasing pro-
ceeds in three steps as illustrated graphically in Figure 5,
where we represent signals and filters in the frequency do-
main. First, a continuous signal is reconstructed from the
input data given in its original parameterization, which we
denote by angular and spatial frequencies φin and θin. Care
has to be taken to avoid aliasing problems in this step and to
make optimal use of the input signal. We apply advanced
reconstruction filters from the light field rendering liter-
ature [SYGM03, CCST00] to address these issues. These
techniques strive to extract a maximum area of the central
replica from the sampled spectrum while discarding areas
that overlap with neighboring replicas. Next, we reparame-
terize the signal to display coordinates, denoted by φd and
θd , using the mapping derived in Section 4.1. The signal
is then prefiltered to match the Nyquist limit of the display
pixel grid as described in Section 3.1 and sampled on the
display pixel grid. Prefiltering guarantees that replicas of the
sampled signal in display coordinates do not overlap.

Input parameterization

θin

φin

θd

φd

Display prefilter

Display parameterization

Input spectrum

φd=0θinfin+φin=0

θin

φin

θd

φd

Reconstruction
Prefiltering

and sampling

Reparameterization

Replicas

Figure 5: The light field spectrum in input coordinates (left)
and display coordinates (right).

We now derive a unified resampling filter by combining
the three steps described above. We operate in the spatial
domain, which is more useful for practical implementation.
We proceed as follows:

1. Given samples ξi, j of an input light field, we recover a
continuous light field lin:

lin(vin, tin) = ∑
i, j

ξi, jr
([

vin− i∆vin
tin− j∆tin

])
, (3)

where r denotes the light field reconstruction kernel. Fig-
ure 5 indicates that we are using a Stewart [SYGM03]
filter.

2. Using Equation 2, we express the reconstructed light field
in display coordinates as

ld(vd , td) = lin

(
M

[
vd
td

])
. (4)

3. We convolve the reconstructed light field, represented in
display coordinates, with the display prefilter h, which
yields the band-limited signal

l̃d(vd , td) = (ld ⊗h)(vd , td). (5)

Sampling this signal on the display grid will not produce
any aliasing artifacts.

By combining the above three steps, we express the band-
limited signal as a weighted sum of input samples

l̃d(vd , td) = ∑
i, j

ξi, jρ
([

vd
td

]
−M−1

[
i∆vin
j∆tin

])
. (6)

The weighting kernel ρ is the so-called resampling filter. It
is defined as the convolution of the reconstruction kernel,
expressed in display coordinates, and the prefilter

ρ(vd , td) = (r(M [·])⊗h)(vd , td). (7)

We implemented light field resampling filters using Gaus-
sians [Hec89] to produce all results shown in this paper.

Since both the reconstruction filter and the prefilter are
highly anisotropic, as shown in Figure 5, we need to
carefully align them to preserve as much signal band-
width as possible. Note that Equation 2 implies [φin,θin] =
[φd ,θd ]M−1. Therefore, the input spectrum is sheared down
along the vertical axis. We also observe that the line θin fin +
φin = 0, corresponding to depth zin = fin, is mapped to the
zero-disparity plane of the display. Hence, the depth of field
of the display, expressed in input coordinates, lies at dis-
tances fin ± ∆t/∆v from the cameras. This means that the
distance fin between the camera plane and the display plane
should be chosen such that for objects of interest zin− fin =
zd < ∆t/∆v.

Figure 6 illustrates the effectiveness of the resampling
framework using simulated perspective views of an automul-
tiscopic display. The views have a horizontal resolution of
472 multiview pixels, and the scene has a maximum display
disparity of 56 pixels. We used 100 input views to allow for
high quality reconstruction using a Stewart [SYGM03] re-
construction filter. In this situation, the reconstructed signal
has a higher bandwidth than the display. If we omit the dis-
play prefilter pre-aliasing becomes apparent as rippling ar-
tifacts in Figure 6a. With the display prefilter, the simulated

c© The Eurographics Association 2006.

77



M. Zwicker, W. Matusik, F. Durand & H. Pfister / Antialiasing for Automultiscopic 3D Displays

view in Figure 6a exhibits a shallow depth of field as pre-
dicted by our bandwidth analysis and aliasing artifacts are
avoided.

(a)

(b)

Figure 6: Resampling results: (a) Simulated view using
only the reconstruction filter. This leads to pre-aliasing. (b)
The combined resampling filter eliminates pre-aliasing. The
black bar at the top of the images indicates the maximum
display disparity (see also color plate).

5. Baseline and Depth of Field

The relation between the 3D display and the input light field
as described in the last section implies that the display acts
as a virtual window to a uniformly scaled scene. The display
reproduces the light field of the scene at a different, usu-
ally smaller, scale. However, often it is neither desirable nor
practically possible to achieve this. It is not unusual that the
depth range of the scene by far exceeds the depth of field of
the display, which is very shallow as shown in Section 3.1.
This means that large parts of the scene are outside the dis-
play bandwidth, which may lead to overly blurred views. In

addition, for scenes where the object of interest is far from
the cameras, like in outdoor settings, the above assumption
means that a very large camera baseline is required. It would
also mean that the pair of stereoscopic views seen by an ob-
server of the display would correspond to cameras that are
physically far apart, much further than the two eyes of an
observer in the real scene.

We show how these problems can be solved by changing
the size of the camera baseline. As shown in Section 5.1,
this can be expressed as an additional linear transformation
of the input light field that reduces the displayed depth of the
scene. We describe in Section 5.2 how this additional degree
of freedom allows a user to specify a desired depth range
in the input scene that needs to be in focus. We deduce the
required baseline scaling that maps this depth range to the
display depth of field.

5.1. Baseline Scaling

Modifying the camera baseline during acquisition corre-
sponds to the transformation of the displayed configuration
shown in Figure 7. An observer at a given position sees the
perspective view that is acquired by a camera closer to the
center of the baseline. That is, we remap each acquired cam-
era ray such that its intersection with the baseline (i.e., the tin
plane) is scaled by a factor s > 1, while its intersection with
the zero-disparity plane of the display (i.e., the td-plane) is
preserved.

fin

0

tin

tin (camera baseline) td

vin

vd

z

x

(x,z)

(x’/w’,z’/w’)s tin

Acquired geometry Observed geometry

Figure 7: To change the size of the baseline, we scale rays
along tin while preserving their intersection with td .

It is easy to see that this mapping corresponds to a linear
transformation of input ray space, and that any linear trans-
formation of ray space corresponds to a projective transfor-
mation of the scene geometry. For the transformation shown
in Figure 7, the projective transformation is




x′
z′
w′


 =




s fin 0 0
0 s fin 0
0 s−1 fin







x
z
1


 , (8)

i.e., a point (x,z) in the scene is mapped to (x′/w′,z′/w′).
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The projective transformation of scene geometry is also il-
lustrated in Figure 7. This scene transformation is closely
related to depth reduction techniques from the stereoscopic
displays literature [WHR99, JLHE01], which are used to
aid stereo-view fusion. As noted by Wartell et al. [WHR99]
and Jones et al. [JLHE01], we observe that the transforma-
tion moves points at infinity, i.e., z = ∞, to a finite depth
z′/w′ = ( fins/(s− 1 + fin). In addition, as s approaches in-
finity, z′/w′ approaches fin. This means that scene depth is
compressed towards the zero-disparity plane of the display.

We generalize the transformation from display to input
coordinates by including the mapping shown in Figure 7,
which leads to
[

vin
tin

]
=

[ 1
fin

0
0 1

][
1 s−1
0 s

]−1 [
fin 0
fin 1

][
vd
td

]

= M( fin,s)
[

vd
td

]
. (9)

We call this mapping M( fin,s) to emphasize that it is deter-
mined by the free parameters fin and s.

5.2. Controlling Scene Depth of Field

In a practical scenario, a user wants to ensure that a given
depth range in the scene is mapped into the depth of field of
the display and appears sharp. Recall that the bandwidth of
scene elements within a limited depth range is bounded by
two spectral lines [CCST00]. In addition, the depth of field
of the display is given by the diagonals of its rectangular
bandwidth as shown in Section 3.1. Using the two free pa-
rameters in Equation 9, s for scaling the baseline and fin for
positioning the zero-disparity plane of the display with re-
spect to the scene, we determine a mapping that aligns these
two pairs of lines, which achieves the desired effect.

We compute the mapping by simply equating the two cor-
responding pairs of spectral lines, i.e., the pair that bounds
the user specified depth range mapped to display coordi-
nates, and the pair that defines the depth of field of the dis-
play. Let us denote the minimum and maximum scene depth
that the user desires to be in focus on the display by z f ront
and zback. The solution for the parameters s and fin is

fin =
2zmaxzmin + ∆t

∆v (zmax− zmin)
(zmin + zmax)

, (10)

s =
∆v
∆t (zmin + zmax)2/(1− ∆v

∆t zmax)

2(zmin− ∆v
∆t zmaxzmin− zmax + ∆v

∆t z2
min)

. (11)

We visualize the effect of our depth reduction technique in
Figure 8. We show an input spectrum (left) that is mapped
to display coordinates without depth compression (middle).
On the right, the spectrum is compressed such that a speci-
fied depth range lies in the depth of field of the display. In
Figure 9 we compare simulated views corresponding to Fig-
ure 7. We simulate a display with an angular resolution of
8 views spanning a field of view of 25 degrees. The views

Without compression

(s=1)

With compression

(s>1)

θd

φd

θd

φd

zbackzfront Display prefilter and

depth of field

θin

φin

Input

spectrum

Figure 8: Visualization of depth compression: input spec-
trum (left), spectrum mapped to display coordinates without
depth compression (middle), spectrum mapped to display co-
ordinates such that a given scene depth range is in focus
(right).

have a spatial resolution of 375 pixels. Without depth com-
pression, the example scene has a maximum disparity of 206
pixels. Since most of the scene lies outside the depth of field
of the display, we obtain an extremely blurry image as seen
on the left in the figure. Applying our depth compression
method to get the whole locomotive into focus, we compute
a factor s = 6.7 and reduce the maximum disparity to 10 pix-
els. A resulting simulated view is shown on the right in Fig-
ure 9.

Figure 9: Simulated display views without depth compres-
sion (left) and with depth compression (right). We map the
locomotive into the depth of field of the display, which re-
duces the maximum display disparity from 206 to 10 pixels.

6. Optimizing Acquisition

The spectra and aliasing of light fields shown on 3D displays
depend on a number of acquisition and display parameters,
such as the number of cameras, their spacing, their aperture,
the scene depth range, and display resolution. For the prac-
tical use of 3D displays it is important that 3D cinematogra-
phers do not need to rely on trial and error to determine the
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acquisition parameters. In this section, we describe how to
derive minimum acquisition sampling rates that are required
to achieve high quality results on a target display. Intuitively,
the sampling rate is sufficient for a given display when no
reconstruction aliasing appears within the bandwidth of the
display. Increasing the acquisition sampling rate beyond this
criterion does not increase display quality.

We present precise rules to find acquisition parameters for
a common scenario: a user wishes to capture a given scene
such that certain objects can be kept in focus on the target
display. We summarize the input scene and display parame-
ters for two practical examples in Table 1. The scene depth
range specifies the minimum and maximum distance from
objects in the scene to the camera array. The scene depth
of field is the depth range in the scene that should be kept
in focus on the display. The display will show the scene as
seen through a virtual window of a given width. The place-
ment of this virtual window corresponds to the location of
the display plane in the scene, i.e., the fin parameter, which
we compute as described below. In addition, the user speci-
fies the spatial and angular resolution, and the field of view
of the display. Finally, he chooses the camera aperture. The
camera aperture is important because increasing it can re-
duce reconstruction aliasing [LH96].

Parameter (a) (b)
Scene depth range (zmin,zmax) (4.5m,8m)
Scene depth of field (z f ront ,zback) (5m,5.5m)
Virtual window width 4m
Display resolution (spat., ang.) (640,8)
Display field of view 30deg.
Camera aperture a 3.5cm 13cm

Table 1: Summary of input parameters for determining min-
imum sampling requirements.

Given the input parameters in Table 1, we first use Equa-
tion 11 to compute the focal distance fin and the baseline
scaling s, which determine the mapping from input to dis-
play coordinates. We then derive the minimum sampling
rate, i.e., the minimum number and resolution of cameras,
by finding the tightest packing of replicas of the input spec-
trum such that none of the non-central replicas overlap with
the display prefilter. This is illustrated in Figure 10. Note
that for a camera aperture a the replicas of the input spec-
trum are limited to parallel slabs of width 2π/a [LH96]. We
choose the focal distance of the cameras to coincide with fin,
such that the slabs are oriented horizontally in display co-
ordinates. The resulting acquisition parameters are summa-
rized in Table 2. Observe that in the second example, shown
in Figure 10b, we almost reduce the number of cameras to
the angular resolution of the display. However, achieving this
is often impractical because of the large camera apertures it
requires.

(a) (b)

Input spectrum

Display prefilter Resampling filter

θd

φd

Figure 10: Illustration of minimum sampling using display
coordinates. (a) Minimum sampling of a given scene by
packing replicas of the input signal as tightly as possible.
(b) Increasing the camera aperture allows for tighter pack-
ing and reduces the number of required cameras.

7. Results

We have implemented a light field resampling algorithm
based on Equation 7 and using Gaussian filters [Hec89]. In
Figure 11 we compare our approach to resampling without
prefiltering and conservative per-view filtering as proposed
by Moller and Travis [MT05]. The input data consists of a
densely sampled 1D light field such that reconstruction alias-
ing is avoided. We simulate perspective views of an automul-
tiscopic display with 8 views and a horizontal resolution of
566 pixels. The maximum disparity is 11 pixels, as indicated
by the black bars at the top of the images. As shown in Fig-
ure 11a, pre-aliasing appears as ghosting artifacts if prefilter-
ing is omitted. Conservative filtering removes ghosting, but
leads to overly blurry results (Figure 11c). Note how our pre-
filter preserves spatial frequencies around the zero-disparity
plane, which passes through the tusk of the elephant (Fig-
ure 11d).

In Figure 12c and Figure 12e, we only used the display
prefilter instead of the combined resampling filter. Here the
view has a spatial resolution of 302 pixels, and the maxi-
mum display disparity in the scene is 10 pixels. Our input

Parameter (a) (b)
Camera focal distance fin 5.24m 5.24m
Camera spacing ∆tin 5.5cm 13.1cm
Camera baseline 1.05m 1.05m
Number of cameras 20 10
Camera field of view 51.4 51.4
Camera resolution 823 823

Table 2: Parameters for optimized sampling of a scene as
specified by Table 1.

c© The Eurographics Association 2006.

80



M. Zwicker, W. Matusik, F. Durand & H. Pfister / Antialiasing for Automultiscopic 3D Displays

(a) (b)

(c) (d) 

Max. disp. disparity Max. disp. disparity

Figure 11: Comparison of aliasing, conservative filtering
of individual views, and linear filtering in ray space. (a)
Simulated view with aliasing apparent as ghosting artifacts,
shown in close-up (b). (c) Simulated view with conservative
filtering, (d) with ray-space filtering. Note how our approach
preserves spatial frequencies on the zero-disparity plane.

data contained 16 camera views. This leads to reconstruction
aliasing, since the bandwidth of the display overlaps with
some of the non-central replicas of the input signal. Only the
combination of reconstruction and prefilter can avoid alias-
ing in all scenarios.

8. Conclusions and Future Work

We have presented a framework for studying sampling and
aliasing for 3D displays. The framework is based on a ray
space analysis, which makes our problem amenable to sig-
nal processing methods. We derive the bandwidth of 3D dis-
plays, quantitatively explain their shallow depth of field be-
havior, and show that antialiasing is achieved by linear filter-
ing in ray space. We then derive a resampling algorithm that
allows us to render high quality scenes acquired at a limited
resolution without aliasing on 3D displays. We also allevi-
ate the shallow depth of field of current displays by allow-
ing a user to specify a depth range in the scene that should
be mapped to the depth of field of the display. Finally, we
derive minimum sampling requirements for high quality dis-
play. We believe that these results will benefit better engi-
neering of multi-view acquisition and 3D display devices.

We are currently studying the perceptual impact of our
antialiasing scheme, and a preliminary user study led to in-
conclusive results. While a significant part of the test sub-
jects seemed to prefer antialiased scenes, others liked the

(a) (b)

(d)(c)

Figure 12: (a) Simulated view showing reconstruction alias-
ing, (b) close-up of ghosting artifacts; (c) using the com-
bined resampling filter, (d) close-up reveals no ghosting
problems. The black bar at the top of the images indicates
the maximum display disparity (see also color plate).

aliased versions better, which are sharper in general. We are
conducting further experiments to find the perceptually opti-
mal balance between ghosting due to aliasing and blurriness
caused by the shallow display depth of field. Our prelimi-
nary study included only static scenes, and we will include
the effect of moving scenes in future experiments. In addi-
tion, we believe that antialiasing has profound implications
on light field compression and transmission algorithms. Cur-
rent compression algorithms compress the original light field
data. Prefiltering the data before compressing and sending it
to the end user will lead to greater compression efficiency
and high quality display.
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