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Abstract
We present an interactive system for fully dynamic scene lighting using captured high dynamic range (HDR)
video environment maps. The key component of our system is an algorithm for efficient decomposition of HDR
video environment map captured over hemisphere into a set of representative directional light sources, which can
be used for the direct lighting computation with shadows using graphics hardware. The resulting lights exhibit
good temporal coherence and their number can be adaptively changed to keep a constant framerate while good
spatial distribution (stratification) properties are maintained. We can handle a large number of light sources with
shadows using a novel technique which reduces the cost of BRDF-based shading and visibility computations. We
demonstrate the use of our system in a mixed reality application in which real and synthetic objects are illuminated
by consistent lighting at interactive framerates.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism

1. Introduction

Realism in image synthesis increases significantly when
captured real-world lighting is used to illuminate rendered
scenes. The human visual system is specialized to operate in
such conditions and makes many implicit assumptions about
statistical regularities in real-world lighting, which are often
needed to disambiguate information about surrounding ob-
jects [FDA03]. Real-world lighting is desirable in many en-
gineering applications and would improve the believability
of virtual reality systems notoriously lacking realism in ren-
dering. Real-world lighting is indispensable in many mixed
reality applications in which virtual objects should be seam-
lessly merged with a real world scene [Deb98].

Traditionally, real-world lighting is captured into environ-
ment maps (EM), which represent distant illumination in-
coming to a point from thousands or even millions of direc-
tions that are distributed over a hemisphere (sphere). High
dynamic range (HDR) technology is required for the envi-
ronment map acquisition to accommodate high contrasts in
the real world lighting. For static conditions low dynamic
range cameras can be used to capture images of a spherical
light probe with different exposures [DM97]. The resulting

images after their registration are fused into a single HDR
environment map. Recently, Stumpfel et al. [STJ∗04] cap-
tured dynamic sky conditions featuring a direct sun visibility
every 40 seconds. In principle, real time environment maps
acquisition using a low dynamic range video camera with a
fisheye lens could be performed using the techniques pro-
posed by Kang et al. [KUWS03] but only for a limited num-
ber of exposures (i.e., effectively reduced dynamic range).
This limitation can be overcome using recently developed
HDR video sensors such as Autobrite (SMal Camera Tech-
nologies), HDRC (IMS CHIPS), LM9628 (National), and
Digital Pixel System (Pixim), which enable the direct cap-
turing of HDR video environment maps (VEM). It can be
envisioned that with quickly dropping costs of such sensors,
many applications relying so far on static image-based light-
ing will be soon upgraded to dynamic settings.

In this work we are interested in using VEM for relighting
of fully dynamic environments with the visibility (shadow)
computation at interactive speeds. Let us discuss briefly ex-
isting rendering techniques that are suitable to achieve this
goal.

Environment map prefiltering is commonly used to model
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Figure 1: Overview of our interactive system. The hemispherical VEM is captured using a HDR camera with a fisheye lens.
Then our importance sampling technique is used to determine a representative set of directional light sources for each VEM
frame, marked by green circles in the middle image. After temporal processing the light sources are submitted to a GPU-based
renderer featuring the shadow computation.

the illumination of surfaces with Lambertian [Gre86], Phong
[HS99], or even more general light reflectance functions
[KM00]. Those techniques could be adapted for the VEM
processing and they can easily support dynamic envi-
ronments but ignore the visibility computation. Real-time
VEM-based lighting of static scenes including shadows can
be immediately performed using the precomputed radiance
transfer techniques [SKS02, NRH04, LSSS04]. The limita-
tions of static geometry (or prior animation knowledge) have
been lifted for precomputed radiance transfer techniques
by Kautz et al. [KLA04]. Although their method can han-
dle only very simple scenes. HDR video texture can be
used to cast realistic soft shadows for fully dynamic scenes
[AAM03]. However, time consuming and memory intensive
preprocessing of each video frame is required to achieve
real-time rendering performance.

The most common interactive rendering techniques are
developed for graphics hardware, which can natively sup-
port shadows cast by point or directional light sources only.
From a performance point of view it is thus desirable that
captured environment maps are decomposed into a set of
representative directional light sources. Several techniques
based on the concept of importance sampling have been re-
cently proposed to perform such a decomposition for static
lighting [ARBJ03,KK03,ODJ04]. Unfortunately, their direct
extension for VEM is usually not feasible due to at least one
of the following major problems:

• Too high computational costs precluding VEM capturing
and scene lighting at interactive speeds [ARBJ03,KK03].

• Lack of temporal coherence in the positioning of selected
point light sources for even moderate and often local light-
ing changes in VEM [ARBJ03, ODJ04].

• Lack of flexibility in adapting the number of light sources
to the rendered frame complexity as might be required to
maintain a constant framerate [ODJ04].

The latter two problems, if not handled properly, might lead
to annoying popping artifacts between frames.

Algorithm Outline

In this work we present a complete pipeline from the HDR
VEM acquisition to rendering at interactive speeds (refer
to Figure 1). Our major concern is the efficient processing
of the acquired HDR video, which leads to a good qual-
ity rendering of dynamic environments. We propose an ef-
ficient importance sampling algorithm which leads to tem-
porally coherent sets of light sources of progressively ad-
justable density. The distribution of directional light sources
over the hemisphere results in a good representation of en-
vironment map lighting and the fidelity of this representa-
tion smoothly increases with the number of light sources. In
order to achieve interactive framerates, we introduce novel
methods that significantly accelerate shading and visibility
computations for any illumination described by a large set of
directional lights. We implement an algorithm on a modern
graphics hardware to improve the performance of per-pixel
lighting using the Phong illumination model and reduce the
number of shadow map visibility tests.

Paper Structure

In the following section we discuss previous work on im-
portance sampling for image-based lighting. In Section 3 we
present our VEM sampling technique and we focus on the is-
sues of sampling pattern properties and temporal coherence.
Since our VEM sampling approach results in many direc-
tional light sources, in Section 4 we discuss the efficiency
issues for the direct lighting computation with shadows on
the graphics hardware. In Section 5 we briefly describe the
implementation of our interactive pipeline from the VEM
acquisition to scene lighting computations. In Section 6 we
show the results obtained using our system and in Section 7
we discuss its possible applications. Finally, we conclude
this work and propose some directions of future research.

2. Previous Work

In this section we discuss existing illumination sampling al-
gorithms from the standpoint of their suitability for the pro-
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cessing of VEM at interactive speeds. In particular, we fo-
cus on the issues of temporal coherence and control over the
number of samples. Accompanying video provides two case
studies illustrating those issues and supporting our evalua-
tion of recent importance sampling techniques.

Gibson and Murta [GM00] have developed an optimiza-
tion procedure for the selection of directional EM samples
which minimize the error in the reconstruction of a shadow
cast by a sphere on a plane. The method requires a reference
solution, which is computed using costly Monte Carlo inte-
gration over the EM for a huge number of sample points on
the plane. Also, temporal coherence is poor because the op-
timization procedure relies on the random selection of initial
samples and is prone to getting stuck in the local minima.
On the other hand, forcing temporal coherence in the initial
sample selection may lead to overlooking important changes
in the EM intensity.

Agarwal et al. [ARBJ03] propose an algorithm for the
selection of directional EM samples, which combines ele-
ments of importance and stratified sampling. Through EM
thresholding and connecting regions with similar intensity, a
number of samples is assigned to each such region based on
its summed intensity and angular extent (importance). Small
regions with high total intensity are penalized to avoid too
great concentration of samples in a similar direction. The
stratification is performed within each coherent region by
spreading samples so that the distance of newly inserted
samples is maximized in respect to all existing samples
whose positions remain unchanged. This enables easy con-
trol over the sample number and smooth integration with
renderers performing progressive refinement of the image
quality. For VEMs the algorithm leads to temporally inco-
herent changes in the illumination sample directions. Even
local changes in some EM regions may lead to different
thresholding which may affect the whole map. The compu-
tation speed is of the order of tens of seconds for a single
EM.

Kollig and Keller [KK03] based their algorithm on
Lloyd’s relaxation method. At each iteration they insert a
new sample direction near the direction representing an EM
region with the highest total intensity. This may lead to a
high concentration of samples around the EM regions with
high intensity and small angular extents, which may reduce
the performance of shadow computation during rendering.
On the other hand, the differences between sample inten-
sities are small, which reduces the variance in the lighting
computation. The resulting sample distribution over the EM
is smoothly changing, which leads to images of very good
and stable quality even when the number of samples is mod-
erate. The total number of samples is easy to control but
adding new samples affects the positions of virtually all pre-
viously inserted samples. In the animation context even local
changes in some EM regions involve global changes of sam-

ple positions in the whole map. The computation speed is of
the order of tens of seconds for a single EM.

Ostromoukhov et al. [ODJ04] have proposed a hierarchi-
cal importance sampling algorithm, which is based on the
Penrose tiling. A hierarchical domain subdivision and its
aperiodicity are inherent features of the Penrose tiling. For
localized changes in the EM, the algorithm leads to very lo-
cal changes of tiling. This makes this algorithm attractive for
animations because temporal coherence between samples is
quite good. For fully dynamic EM (e.g., captured for freely
moving HDR camera) the tiling structure remains rigid and
the position of light sources do not change, which results in
switching the light sources on and off depending on local
intensity at a given moment of time. The most serious prob-
lem with this algorithm is difficult control of the number of
samples, which may change from frame to frame and signif-
icantly depends on changes in the VEM. The computation
speed of the order of milliseconds for a single EM is very
attractive for real-time applications.

In Figure 6 we show the images from progressive ren-
dering using above discussed methods and here presented
technique. The light sources were computed off-line for
[ARBJ03] and [KK03]. The images for increasing number
of light sources indicate that our method is more suitable for
progressive rendering thanks to the severe reduction of flick-
ering while adding light sources than previously published
methods.

3. Inverse Transform Method

If the pixel intensities in the EM can be seen as a discrete 2D
probability density function (PDF), the sample selection can
be performed using the machinery developed in statistics.
The problem of drawing samples from an arbitrary distri-
bution is well elaborated in Monte Carlo literature [Fis96]
and various practical methods such as rejection sampling
or inverse transform methods have been used in computer
graphics as well [DBB03]. The images as PDFs have been
considered in non-photo realistic rendering applications for
distributing stipples according to image intensities [SHS02].

More general approaches such as multiple-importance
sampling [VG95], bidirectional importance sam-
pling [Bur04], or various combinations of correlated
and importance sampling [SSSK04] can be considered.
Those approaches enable to consider also the reflectance
characteristics of illuminated objects and visibility relations
to choose an optimal set of illumination directions for each
sample point (or the normal vector direction). However,
those approaches are not currently suitable for interac-
tive applications on graphics hardware due to their high
algorithmic and computational complexity.
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3.1. Method Description

Recently, the standard inversion procedure [Fis96] for
a piecewise constant image function has been success-
fully applied for efficient importance sampling of a static
EM [PH04, Bur04]. At first the EM is mapped into a 2D
intensity image and the corresponding PDF is created. The
intensity of pixels is multiplied by sin(θ), where θ denotes
the altitude angle in the EM, to account for smaller angular
extent of pixels around the poles. For each scanline corre-
sponding to a discrete value of θ the cumulative distribution
function (CDF) is built, which is used for the selection of the
azimuth angle φ (so the brightest pixels in the scanline are
more likely to be selected). Then the marginal PDF is com-
puted based on the average intensity of each scanline and it
is integrated into the CDF, which is then used for the θ angle
selection (so the scanlines with the highest average inten-
sity are more likely to be selected). Finally, samples drawn
with a uniform probability distribution over the unit square
are transformed via the corresponding CDFs first into the
sampling direction θ (selecting a scanline) and then into the
sampling direction φ (selecting a pixel within the scanline).

In this work we also use PDF-based importance sampling
of the EM. However, we select the inverse transform method
proposed by Havran et al. [HDS03], which exhibits better
continuity and uniformity properties than the standard inver-
sion procedure used by [PH04, Bur04]. First of all it guar-
antees the bijectivity and continuity property for any non-
negative PDF over a hemisphere, which means that a small
change in the input sample position over the unit square is
always transformed into a small change in the resulting po-
sition of light source over the EM hemisphere (for the in-
verse transformation this property holds as well). This prop-
erty is important for the relaxation of input sample positions
to achieve sampling properties closer to blue noise (refer to
Section 3.2). The better uniformity property leads to a better
stratification of the resulting light source directions.

For the details of the inverse transform approach devel-
oped by Havran et al. we refer the reader to [HDS03], we
recall the method here only briefly. The mapping consists of
four stages. At first, samples are mapped from a unit square
into a unit disc parametrized with radius rd and angle φd us-
ing the method of concentric maps [SC97]. The second and
third stages correspond to drawing a sample from the disc us-
ing 1D CDFs which are defined over the rd and φd parameter
space. The continuity of those mappings is preserved using a
linear interpolation between neighboring 1D CDFs. Finally,
the samples from the disc are mapped to the hemisphere so
that the differential surface areas are preserved.

For VEM applications both the standard and Havran’s
inverse transform methods are perfectly suitable in terms
of the computation performance. The standard method is
slightly faster, but for drawing a moderate number of sam-
ples (less than 1,000 in our application) the computation
time differences are negligible. The main costs for both

(a) (b) (c)

Figure 2: Transform of the tiled unit square (a) using the
standard (top row) and Havran’s (bottom row) inverse trans-
form methods for various PDF functions: (b) uniform and (c)
a sky probe.

methods are incurred by the CDF computation. Figure 2
shows the results of transformation of a tiled unit square us-
ing the standard and Havran’s inverse transform algorithms
for various types of EM. As can be seen Havran’s method
leads to a better regularity and compactness of the trans-
formed tiles, which results in better stratification properties
in lighting sample distribution. The key feature of Havran’s
method is the first step of concentric mapping [SC97],
which reduces distortions and removes continuity problems.
In contrast, the standard method may exhibit some prob-
lems with the sample motion continuity, which is especially
problematic for trajectories traversing the border for φ = 0
(marked in Figure 2 as the red line spanning between the
hemisphere pole and the horizon). Also, samples tend to
move more along the hemisphere parallels and stay away
from the hemisphere pole.

An important issue in extending the inverse transform
method to handle dynamic image sequences is to improve
temporal coherence in importance sampling. The most obvi-
ous step towards this goal is to choose the same set of initial
samples over the unit square for each VEM frame. There are
various possible choices of sampling patterns, which may
lead to a different quality of the reconstructed lighting. In
Section 3.2 we describe our approach which features a good
sample stratification over the EM while retaining progres-
sive control over the number of samples. Since even local
changes in the EM lead to global changes of the PDF, the di-
rection of virtually all light sources may change from frame
to frame which causes unpleasant flickering in the rendered
images. In Section 3.3 we discuss our solutions towards re-
ducing this problem through improving temporal coherence
in the importance sampling.
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3.2. Sampling Pattern Properties

The problem of sampling pattern selection over a unit square
is well studied [Nie92, Gla95]. Since our emphasis is on in-
teractive applications we would like to use a progressive se-
quence of sample points in which adding new points does
not affect the position of points used for the previous VEM
frame, while good sampling properties are retained. Obvi-
ously, this assumption holds when points are removed as
well. All algorithms involving re-arranging sample points
after each such a change are not acceptable due to excessive
image flickering.

We achieve the progressiveness goal using quasi-Monte
Carlo sequences such as the Halton sequence or in general
(0,s)-sequences [Nie92]. Those sequences naturally lead to
a good stratification of the sampling domain for successively
added samples from the sequence. We use the 2D Halton se-
quence with bases p1 = 2 and p2 = 3, whose discrepancy
is the lowest for the number of samples N = p1

k1 · p2
k2 ,

where k1 and k2 are nonnegative integers. This means that
considering other sample numbers than N leads to worse
sampling properties, but a good stratification is still obtained
even when subsequent samples are added.

We can easily correct the position of the Halton points on
the 2D square to achieve the blue noise sampling pattern as
recommended by Ostromoukhov et al. [ODJ04] to reduce
aliasing artifacts. For this purpose Lloyd’s relaxation over
the initial sample positions can be performed [HDK01] at
the preprocessing stage and then the resulting samples can
be used for all VEM. Blue noise properties of the sampling
pattern over the hemisphere can be affected as a result of the
inverse transform method, especially in regions in which the
PDF changes abruptly. The continuity of mapping from the
2D square to the 3D hemisphere obtained using Havran’s al-
gorithm is crucial towards preserving a good approximation
of blue noise sampling in the regions of low PDF variation.
Figure 3 shows the sample point stratification with/without
blue noise properties over the hemisphere as a results of the
standard and Havran inverse transforms for the uniform PDF.
In our application, where we use the samples for integration,
the blue noise of a sampling pattern results in a slightly bet-
ter isotropic uniformity than a pure Halton sequence.

The achieved progressiveness of the sampling pattern can
be used in two ways. The number of samples can be adap-
tively adjusted to keep the framerate constant, while keeping
the variance resulting form such changes low due to good
stratification properties. Also, in progressive rendering the
image quality can be smoothly improved by increasing the
number of considered lights (this requires freezing the VEM
frame).

3.3. Handling Dynamic Sequences

The dynamic VEM lighting represented by a limited num-
ber of directional light sources moving over the hemisphere

Figure 3: Sampling pattern resulting from applying the stan-
dard (left column) and Havran (right column) inverse trans-
form methods to the original (upper row) and relaxed to blue
noise (bottom row) 2D Halton sequences. A uniform PDF is
assumed for this transformation. The sample point distribu-
tion is shown using the hemispherical mapping.

is prone to flickering artifacts in rendering. Therefore, im-
proving temporal coherence for each directional light is very
important, which we want to achieve through filtering of a
signal related to the light sources.

The question arises how the signal is in fact represented
and how it should be filtered in our application. In the tra-
ditional view to an 1D discrete signal in signal process-
ing [OSB99], a signal is represented by changes of the am-
plitude in time. In our context the signal corresponding to
directional light sources is represented by both changes of
the power and the position of the light sources from frame to
frame. This creates two sources of flickering that should be
dealt with independently.

The first source of real-world VEM capturing flickering is
caused by changes of the light source power from frame to
frame, e.g., when the VEM capturing is performed in an in-
terior with fluorescent lighting. In this case the total lighting
power is our temporal signal and the temporal filter appli-
cation is straightforward. We compute the power emanated
from EM for every frame and this is used as the input of fil-
tering. As a result of filtering the overall energy in the system
is preserved, which is naturally achieved through normaliz-
ing the filter weighting coefficients. It follows from the im-
portance sampling described above that all the light sources
have the same power in a single frame.

The second source of flickering is due to abrupt and often
jumpy changes in the position of directional light sources
from frame to frame. This affects the reflected light intensity
and shadow positions. Because of this dependency, the light
position is our signal in temporal domain and we apply our
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filtering to the trajectory of each light motion over the hemi-
sphere. The direction of a light source is filtered in 3D vector
space followed by normalization to a unit vector.

The relation between a light source position and reflected
lighting intensity depends directly on the incoming light di-
rection and surface reflectance function. Thus eliminating
high frequencies from the light source motion trajectory
leads also to an elimination of such frequencies in the re-
flected lighting. In the case of shadows, the problem is more
complicated because the velocity of a moving shadow must
be estimated, which depends on the spatial positioning of the
light occluder and receiver. It can be shown [Wat86, Win05]
that a 2D shadow pattern characterized by the spatial fre-
quencies ρ1 and ρ2 and moving along the image plane with
the velocity~v is equivalent to the visual pattern of the same
spatial frequencies and blinking with temporal frequency ω:

ω = vxρ1 + vyρ2 =~v ·~ρ (1)

While this relationship between flickering and the shadow
motion is more complex, the shadow velocity still depends
on changes in the light source position which is processed
by filtering in temporal domain.

In our choice for filtering mechanism we exploit limita-
tions of the human visual system in terms of the tempo-
ral frequency response, which can be characterized by two
modes: transient (bandpass for stimuli with low spatial fre-
quency) and sustained (lowpass for stimuli with high spa-
tial frequency) [Wat86]. To model the full human visual sys-
tem behavior usually two separate filters for each of those
modes are applied on a signal in the time domain. Since our
lighting flickering artifacts contain mainly high temporal fre-
quencies, we use only the lowpass filter. While our filter de-
sign is inspired by perceptual considerations, we apply a far
more aggressive cut-off of the high frequencies at the level
of 10 Hz to attenuate the signal, which would otherwise be
improperly reconstructed causing temporal aliasing (the rate
of VEM frame grabbing is about 21 Hz).

For filtering of a signal we can use finite impulse re-
sponse (FIR) or infinite impulse response (IIR) filters, which
are standard tools in digital signal processing [OSB99]. We
choose the FIR equiripple filter [OSB99] of order 8 (9 coef-
ficients) designed using the filter design tool in Matlab Sig-
nal Processing Toolbox [Mat04] for the sampling frequency
21 Hz, the pass frequency 7 Hz and the stop frequency 9 Hz.
The weighting coefficients of the filter are: w1 = w9 =
0.06216, w2 = w8 = 0.01296, w3 = w7 = −0.13816, w4 =
w6 = 0.28315, and w5 = 0.65223. The used FIR filter leads
to a delay of 4 VEM frames. We used this filter in all the
cases, although we tested also several other FIR filters. The
different capturing framerate and different rendering frame-
rate could require redesigning the filter.

Even shorter delay could be achieved using IIR filters.
However, we decided to use FIR filters which feature lin-
ear phase that is often desirable for video processing appli-

cations [Win05]. Since frame grabbing in our system works
asynchronously in respect to usually slower rendering, the
delay is even less noticeable in our application.

Note that our filtering approach requires tracking of the
same directional light for subsequent frames which is easy
for our samples with unique positions in the unit square and
indexed by the Halton sequence (refer to Section 3.2). As-
signing such indices to directional lights would be difficult
for the importance sampling methods discussed in Section 2.

4. Improving Rendering Performance

Efficient illumination computation for a large number of di-
rectional light sources arising from the EM importance sam-
pling is a difficult problem which has been mostly addressed
for static lighting. Various forms of coherence in spatial and
angular domains have been explored and lead to a signifi-
cant reduction in the visibility computation for off-line ren-
dering. We are aiming at an interactive algorithm which can
work for VEM and is suitable for graphics hardware im-
plementation. In the following section we propose an ap-
proach for fast selection of those light sources which con-
tribute to the illumination of a given point. We then extend
this general algorithm to handle specifically glossy surfaces.
We also present a light source clustering algorithm to reduce
the shadow computation cost during rendering.

4.1. Eliminating Invisible Lights

Under the distant lighting assumption a subset of directional
light sources contributing to the illumination of all points in
the scene, which feature the same normal vector direction
can be uniquely determined. This observation can be easily
extended for an arbitrary angular range of normal vector di-
rections. We use those observations for a fast identification
of contributing light sources. We cover the spherical surface
by overlapping angular regions using a set of precomputed
normals, which are uniformly distributed on the sphere (refer
to Figure 4 (a)). Every angular region is defined by its center
~P and the size of the angular region measured in the maxi-
mum angular distance β. If the maximum angular distance
between the centers of any neighboring angular regions is
α/2, then the maximum angular distance covered by the an-
gular region is given as β = α/2+π/2. For a surface normal
~N of a shaded point we locate a corresponding angular re-
gion, for which we precompute the set of light sources. This
efficiently culls off the majority of the invisible light sources.
Theoretically, the maximum speedup that can be achieved
using this technique is on average 2 for the sphere (β = π/2).
Since we use a moderate number of angular regions, a prac-
tical speedup usually falls into the range of 1.6–1.8.

In the preprocessing, the light sources are distributed to
all angular regions which cover the light source directions.
Every light source is assigned to several overlapping angular
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regions. During rendering, we use a lookup table (LUT) ad-
dressed by the normal at a shaded point to find in a constant
time the corresponding angular region. We compute the il-
lumination only for the light sources assigned to the angular
region. Some light sources are still eliminated online since
β > π/2.

An important property of our construction is the propaga-
tion of our sampling progressiveness (refer to Section 3.2) to
the angular regions:

Observation 1: The samples drawn progressively accord-
ing to the importance function F in the domain D are also
drawn progressively in any continuous subdomain of the do-
main D.

Note that the progressiveness of sampling pattern is in-
herent to (0,1)-sequences and thus also to the Halton se-
quence. An intuitive justification for the above observation
is as follows. Let the integrand of importance sampling func-
tion F over the whole domain be Iw and over a subdomain
Is. If the sampling scheme is progressive and follows F , the
number of samples in the subdomain can be estimated as
Ks ≈ K · Is/Iw, where K is the total number of samples (with
limK→∞Ks/K = Is/Iw). Since the ordering of samples in
the subdomain is preserved, the samples in the subdomain
are also drawn progressively.

The set of directions for angular regions and the LUT
are fixed before rendering. The angular region is found for
both preprocessing and rendering using a LUT discretizing
the sphere on faces of a cube. This can be efficiently im-
plemented both on CPU and GPU. The proposed technique
can also be used for off-line rendering involving many direc-
tional light sources based on ray tracing etc.

4.2. Handling Glossy Surfaces

We use Observation 1 to improve the quality for rendering
of glossy surfaces as well. In the lighting computation we
consider those directional light sources which overlap with
the direction of a specular lobe of BRDF determined for the
surface normal and a given view direction. We precompute
two sets of light sources: L and H of low and high intensities
IL and IH , respectively (|L| � |H| and IL � IH ). To generate
the direction of these light sources in both sets we use the
relaxed samples of Halton sequence of length |L| (refer to
Section 3.2) as the input of inverse transform method. For
light sources in H we use a subsequence from L with the
re-scaled light source power.

We use two different sets SL and SH of angular regions
(similar as those described in Section 4.1) for light sets L
and H, respectively. In general for angular regions in SH we
can use a different set of the normals to trade-off the render-
ing quality and preprocessing time. The set SH corresponds
to eliminating the invisible light sources as described above.
The set SL of angular regions is used to improve the esti-
mate in the direction of the specular lobe. We assume that

the minimum angular distance between the centers of two
(neighboring) angular regions in SL is γ. We set the size of
the angular region also to γ, so the angular regions in SL are
overlapping. This is depicted in Figure 4 (b).

Prior to shading computation we determine the ideally re-
flected direction ~R for the viewing direction ~V and the nor-
mal ~N. Then the computation is carried out in two stages.
First, we sum up the contributions from SL which belong to
the cone C given by ~R and angular distance γ/2. Second, we
add the contributions from SH that do not belong to the cone
C (refer to Figure 4 (c)).

The technique can be seen as a simple variant of strati-
fied importance sampling with two strata that are handled
independently. The first strata corresponds to the box win-
dow (cone C) for the sample set L. The second strata is the
complement of the box window for the sample set H. In this
way we improve the estimate locally inside the cone C that is
important for glossy surfaces. Since we generate H as a sub-
sequence L, the positions of SH are contained in SL. Hence
we minimize possible artifacts on the boundaries in shad-
ing for an assignment to two neighboring pixels belonging
to two neighboring cones. If the number of light sources in a
cone C is too high and it could decrease the rendering speed
significantly, we pick up only the first k light sources be-
longing to C and scale up their power appropriately. Above
introduced Observation 1 is applied here as well to keep the
progressiveness of our sampling pattern inside the cone.

4.3. Lights Clustering

Another way to improve the rendering speed is the clus-
tering of light sources with similar directions. Since we
work with the directional light sources, we do not need any
spatial hierarchy [PPD98]. We impose two major require-
ments on the light source clustering: Real-time performance
and whenever possible maintaining the progressiveness. The
clustering can significantly decrease the computation time
for scenes with a few strong light sources.

As the input for clustering an ordered sequence of light
sources with the same base intensity is provided. As the out-
put the ordered sequence of clustered light sources with a
larger (or equal) intensity than the base one is obtained. Our
clustering algorithm is based on the bounding box decom-
position tree of Arya et al. [AMN∗94] that offers an optimal
performance for approximate searches over arbitrarily dis-
tributed point data. Let us assume that the maximum num-
ber of light sources after clustering on the hemisphere is Q.
If the light sources after clustering would cover uniformly
the hemisphere, then each cluster has to cover the solid an-
gle 2 · π/Q. In terms of the size of angular region ε each
cluster covers the solid angle π · sin2(ε). From that we can
compute that the angular distance ε = c f ·arcsin

√

2/Q. The
coefficient c f is the correction factor to account for covering
of hemisphere by the circular discs (c f ≈ 1.8−1.9).
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(a) (b) (c)

Figure 4: Selection of relevant light sources for the shadow computation (a) Eliminating invisible lights: Only the lights in
the angular region marked in yellow are used for shading of a point, whose normal lies in the cone with the center ~P and the
angular extent α/2. (b) Handling glossy surfaces: The high intensity light sources in the set H are refined to low intensity light
sources creating the set L. The light sources from L are distributed into narrower overlapping angular regions A1, A2, and A3
marked in red, blue, and green. (c) A situation for a reflected ray ~R: The low intensity light sources from the angular region A2
inside the cone C are used. Also, the high intensity light sources outside the cone C are used. The cone A2 is found using a LUT
addressed by the reflected ray ~R.

The clustering processes all the light sources one by one
starting with the first light source in the input sequence.
We search all the light sources within the angular distance
ε and add them to the cluster. The minimum number of
light sources in every cluster is one. After assigning all the
light sources to the clusters we compute representative light
source directions for each cluster by averaging the direction
all the light sources assigned to the cluster. The proposed
way of the construction improves the temporal stability of
resulting light source sequence in time, since the selection
of the cluster centers is more temporally coherent than a ran-
dom algorithm.

The clustering is hardly compliant with progressiveness
and it increases variance of the estimated illumination, since
the light sources have unequal power after the clustering.
For graphics hardware with framerate constraints it pays off
to use clustering for the VEM, since the number of light
sources after clustering is bounded by the user selected Q.
The price to be paid for the performance improvements by
clustering is decreased quality of shadows and specular re-
flections. We use the clustering only for high intensity light
sources in set H.

5. Implementation

The design of the whole system for capturing, light source
computation, and rendering was driven by the following as-
pects:

• Computations should be optimally distributed between
CPU and GPU on a single PC.

• System should respond interactively.
• Visualization technique may not involve any pre-

computations and therefore should allow to render an ar-
bitrary geometry.

The system pipeline is illustrated in Figure 5. The input
to the system are the VEM from the HDR video camera and
scene geometry. The light source generation is performed
on CPU in synchronization with the camera, while the ren-
dering is performed asynchronously almost completely on
GPU. Since the rendering on GPU is slower than processing
of environment maps on CPU, the delay introduced by the
temporal FIR filter is effectively reduced.

5.1. HDR Acquisition

According to the specification of the HDRC VGAx (IMS
CHIPS) sensor, the video camera used in our experiments
has a logarithmic response. Following this assumption, we
performed the photometric calibration by acquiring six gray
patches of known luminance, and fitting the measured data
versus the camera output values to a logarithmic function.
Two other measurements were used to assess the quality of
the fit and proved that the calibration was sufficiently cor-
rect. Such photometric calibration is required to faithfully
represent the illumination of the captured environment. It is
also worth to note that the camera is able to capture eight
orders of light intensity magnitude (at constant aperture and
no gain control) leading to saturation-free images.
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Figure 5: The system pipeline illustrating the distribution of
tasks between CPU and GPU.

In addition, the environment map captured using a fish-
eye lens has to be transformed to the uniform polar coordi-
nates for the importance sampling. The necessary geometric
calibration is performed according to a generic fisheye lens
model [KB04].

To enable proper visualization of HDR data, we imple-
mented the global version of [RSSF02] tone mapping algo-
rithm. In order to prevent the temporal aliasing artifacts vis-
ible as brightness flickering, we extended the algorithm to
temporal domain by smoothing its two parameters over time:
the world luminance and the key value. The tone mapping is
implemented as a fragment program and is performed as a
separate rendering pass.

5.2. Rendering System

Our rendering subsystem is built using OpenGL and Cg, and
supports per-pixel lighting, non-diffuse BRDFs, a few thou-
sands directional light sources, and up to hundreds of inde-
pendent shadows. The rendering is performed in two stages:
shadow map preparation and geometry visualization, which
is carried out in a single pass.

In order to properly support highly varying lighting condi-
tions that require a large number of directional light sources
we make use of light elimination technique described in
Section 4.1. This allows us to support few thousands of
light sources, greatly facilitating illumination computation
on highly glossy surfaces.

The implementation divides the sphere uniformly into an-
gular regions Ai. A cube-map texture that maps these regions
to integer values is constructed, so that one lookup is enough
to transform a vector into a number of the region it belongs
to. During frame preprocessing we associate every region
Ai with a set of light sources H than can potentially influ-
ence the surfaces with the normal vector contained within
Ai. For a Lambertian surface the set of potential contributors
includes all light sources located on the hemisphere above it
and also those a few degrees below the horizon (where the
exact angle depends on the area of Ai), but for BRDFs with
large specular peaks it makes sense to only allow lights that
are located within a narrow cone around the central direction
of Ai.

This information is encoded on the fly in a texture TexL,
one region per row. Each light source is represented by RGB
values, and by its XY Z direction. If shadows are enabled,
the alpha channel value stores the shadow ID (refer to Sec-
tion 5.2.1).

Performance-wise, a naive algorithm manages to dis-
tribute several hundreds of lights below one millisecond,
processing larger numbers may be realized with a LUT in-
dexed by the normal vector.

The illumination computations take place in a pixel
shader, which uses normal (for diffuse) or reflected (for spec-
ular) vector to perform a cube-map lookup locating a row in
TexL that contains information about lights relevant for the
current pixel. It then walks along the row and accumulates
contributions from all light sources present in it, including
BRDF processing.

This procedure is performed twice: first, for diffuse illu-
mination with light sources in set H and then for specular
illumination with light sources in set L, while special care is
taken to avoid summing energy twice (refer to Section 4.2).

5.2.1. Shadows

When reconstructing a diffuse part of the illumination we
have the option of using shadows, realized using shadow
maps. For a glossy/specular part we select the most relevant
shadow map from the above set. Since generating hundreds
of shadow maps can put a heavy burden even on a modern
graphics hardware, we make several steps in order to im-
prove the rendering performance.

To avoid expensive render target switches, as well as to
conserve texturing units of the GPU, we render all shadow
maps to one large texture. The texture is of square size, with
shadow maps organized into a grid.

Each shadow map requires separate 4× 4 matrix which
transforms it into the current view in order to make depth
comparisons possible. There is not enough constant registers
to pass all these matrices to fragment program and encoding
them in the texture would result in 4× 72 float RGBA tex-

c© The Eurographics Association 2005.



V. Havran, M. Smyk, G. Krawczyk, K. Myszkowski, and H.-P. Seidel / Interactive System for Dynamic Scene Lighting using Capt. Video Env. Maps

ture reads (or half of it using packed representation), thus
severely impacting the performance.

Instead, we only pass light projection matrix (which is
shared by all shadow maps) as a parameter and reconstruct
the remaining transformation matrices on the fly in the frag-
ment program, basically implementing functionality of glut-
LookAt(). The only variable in such case is the direction
to the light, which means 72 float RGBA texture accesses.
However, these do not incur any additional cost, as light di-
rections are accessed anyway in the illumination pass (Sec-
tion 5.2). To exploit this, information about a light stored
in TexL can also contain an index of this light’s shadow
map within the shadow texture. If this index is present, the
shadow map transformation matrix is constructed and the
range check is performed. It is thus possible to address a
large number of shadow maps using one texturing unit in a
single rendering pass.

6. Results

Below we provide the performance results of the pro-
posed system obtained on the following hardware: a PC
with 3 GHz Pentium4 with 512kB L2 cache equipped with
NVidia GeForce 6800GT. Currently, the system is limited by
the frame grabber and camera capture rate and by the perfor-
mance of graphics hardware. The rendering time on GPU is
proportional to the resolution of the image and the number
of the directional light sources used.

The computation time of CPU and GPU is spent on the
following tasks. Capturing the image data from the frame
grabber and converting it to the polar projection of the reso-
lution 360×90 pixels takes below 1 ms. The precomputation
of the CDF and the luminous power emitted by the current
frame of VEM is below 2 ms. The samples are computed at
the rate of 410 samples/ms. Temporal filtering with the FIR
order 8 filter requires 1 ms for 210 directional light sources.
Optional clustering requires about 1 ms to process 300 light
sources. The precomputation of the textures for 200 angu-
lar regions takes below 1 ms. The total time for computing
300 directional light sources with temporal processing and
clustering is below 5 ms.

The computation bottleneck on the GPU is in the pixel
shader and the rendering time also depends on the properties
of objects’ BRDF. For this reason we have used only 72 light
sources in set H and maximally 216 light sources for every
angular region in set SL. Also the shadow maps number was
limited to 72. The resolution of a single shadow map was set
256×256, allowing to organize 72 shadow maps in a texture
2,304×2,304 pixels in a 9×9 grid (the last row is unused).

Below we give the results for rendering performance at the
image resolution 320×240 pixel. For rendering without the
angular regions described in Section 4.1 we achieve frame-
rate from 7 Hz for Lambertian surface decreased to 3.9 Hz,

when a special handling for glossy surfaces is used (Sec-
tion 4.2). The rendering speed is increased by 70% when an-
gular regions are used to cull off the invisible light sources.
The examples of the rendered images grabbed in real time
are shown in Figures 7 and 8. As expected the clustering of
light sources described in Section 4.3 increases the render-
ing speed significantly in the detriment of the image quality.
We observed speedups by up to 200% for a common office
lighting and outdoor illumination with strong sunlight.

7. Discussion

Our system has many potential applications in mixed real-
ity applications and virtual studio systems. So far dynamic
lighting in such systems is performed by scripting rigidly
set matrices of light sources whose changes are synchro-
nized with the virtual set rendering. Such systems are ex-
pensive and require significant human assistance, which re-
duces their applicability for smaller broadcasters. Our ap-
proach can support arbitrary changes of lighting in virtual
studio in a fully automatic way.

One important application area with a large growth po-
tential is augmented reality, where synthetic entities are ex-
pected to blend seamlessly with the real world surroundings,
objects and persons. Mobile systems built on principles sim-
ilar to ours could for instance be used in outdoor television,
enabling virtual characters to leave confines of studio envi-
ronment.

The decomposition of intensity represented by a VEM
into a set of directional light sources can also be considered
as a method of compressing lighting information suitable
for the low-bandwidth transmission, which enables relight-
ing in a remote location. The level of compression can be
smoothly controlled by changing the number of lights due
to their good stratification and ordering properties (refer to
Section 3.2).

8. Conclusions

We presented a system for interactive capturing of high dy-
namic range video environment maps, which are used for
immediate lighting of dynamic scenes. We proposed an ef-
ficient algorithm for importance sampling of the lighting in-
tensity function in subsequent video frames, which features
a good temporal coherence and spatial distribution proper-
ties (stratification) of resulting directional light sources. To
keep a constant framerate or enable progressive image qual-
ity enhancement, the number of those lights can be easily
controlled on the fly while good sample stratification prop-
erties are always preserved. The integrated OpenGL based
renderer using our new technique for discarding irrelevant
lights and exploiting features of modern graphics hardware
like programmable, per-pixel shading was able to deliver in-
teractive framerates using a single PC-class machine and a
consumer level video card.

c© The Eurographics Association 2005.



V. Havran, M. Smyk, G. Krawczyk, K. Myszkowski, and H.-P. Seidel / Interactive System for Dynamic Scene Lighting using Capt. Video Env. Maps

Figure 6: Comparison of the image quality as the result of adding light sources for the methods proposed by Agarwal et al.,
Kollig and Keller, Ostromoukhov et al., and us. We consider decomposition of the EM into 4, 8, 16, 32, 64, and 128 light sources.
Notice that even for a small number of light sources the quality of shadow reconstruction in respect to the solution with 128
lights, which is visually indistinguishable from reference solution, is the best for Kollig and Keller and our method.

Our system lifts common limitations of existing rendering
techniques which cannot handle at interactive speeds HDR
image-based lighting captured in dynamic real world condi-
tions along with complex shadows, fully dynamic geometry,
and arbitrary reflectance models. Our approach does not re-
quire any costly preprocessing and has modest memory re-
quirements to achieve those goals.

As future work we want to lift the assumption of distant
lighting by adding to our system one or more spatially dis-
tributed HDR cameras with the fisheye lenses. Based on the
known distance between each pair of cameras, the positions
of nearly located light sources could be determined on the fly
as similarly proposed by Sato et al. [SSI99], and such lights
could be then represented as the point light sources during
rendering instead of currently used directional lights. Also,
we want to extend our system for mixed reality applications
in which dynamic changes of lighting, geometry, and cam-
era must be supported. In terms of the lighting computation,
what remains to be done is to model the impact of synthetic
objects on lighting in the real world environment.
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Figure 7: (top) the model covered by specular BRDF with
16,200 triangles rendered with 72 shadow maps at 5.3 Hz.
On the left top is an environment map captured in real-time
as captured through fisheye lens HDR camera. The light
sources are marked by green points. On the left bottom the
same environment map is shown in polar projection. (bot-
tom) the same model illuminated by outdoor lighting.

camera

Figure 8: Comparison of the fidelity in the shadow and light-
ing reconstruction for the real-world and synthetic angel
statuette illuminated by dynamic lighting. Real-world light-
ing is captured by the HDR video camera located in the front
of the round table with an angel statuette placed atop (the
right image side). The captured lighting is used to illumi-
nate the synthetic model of the angel statuette shown in the
display (the left image side).
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