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Abstract

Collaborative virtual and augmented reality are an active area of research and many systems supporting collab-
oration have been presented. Just like there are many different systems for VR and AR, there are many different
types of collaboration. In some cases, virtual reality is used to enhance an existing collaborative process. In other
cases, it enables new types of collaboration that previously were not possible (e.g. distributed VR). Other systems
support tasks that can be performed either individually as well as collaboratively. While these tasks may allow
to be performed collaboratively, little has been said on what the benefit is in doing so. We present a user study
of a collaborative construction task in a shared physical workspace virtual reality environment under various
degrees of interaction in collaboration. Our results show that, for this type of task, a pair of subjects concurrently
interacting can be significantly more effective, even though individual user performance decreases. Our results
further show that there is no significant benefit in giving only verbal and non-verbal assistance over a single user

performing the task.

Categories and Subject Descriptors (according to ACM CCS): 1.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism 1.6.3 [Simulation and Modeling]: Applications

1. Introduction

Collaborative augmented and virtual reality (CVR) is an ac-
tive area of research which has resulted in a number of sys-
tems supporting collaboration in VR or AR over the years.

The CVR-systems developed over the years by the re-
search community differ in size, functionality and (display)
technology. Systems range from large and immersive envi-
ronments such as the CAVE to small, hand-held devices such
as used in the Invisible Train [WPLSO05].

Next to differences in technology for CVR systems, col-
laboration in itself is not a rigid concept with fixed parame-
ters. For example, the number of participants, the role they
play, the degree of interaction each can perform, and what
communication channels are available all play a role.

One use of collaborative AR/VR is to enhance existing
collaborative processes. For example, people from different
disciplines can combine their knowledge in new ways, e.g.
a radiologist and a surgeon both having an image specific to
their discipline overlaid on a patient. Additionally, CVR en-
ables new types of interaction between users that were previ-
ously not possible. For instance, users at different locations
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can employ virtual reality to concurrently work together over
(large) distances. This is referred to as distributed collabora-
tive VR.

In the aforementioned situations, the benefits of collab-
orative AR/VR are clear. However, many tasks can be per-
formed both individually, as well as collaboratively. In these
cases the question arises what the benefit is of performing
such a task collaboratively.

In this paper, we present a study on collaboration in a
desktop VR/AR system with a shared physical workspace.
We address face-to-face collaboration through an experi-
ment where people either work individually, assist each other
by communicating, or actively participate in the task at hand.
This task comprised a simple 3D assembly application in
which the subjects had to construct a virtual pipe out of sin-
gle elements. The goal of this experiment was to assess the
effectiveness of the various degrees of participation in col-
laboration. We expect that, with the increase of participation,
user and task efficiency increase.

This paper is organized as follows: in Section 2, we
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mented reality with a shared workspace as well as related
research on collaboration. Then, Section 3 briefly describes
our CVR system, the Joint Space Station (JSS, [MB04]), the
construction application, and the types of collaboration in
the JSS. In Section 4, we describe the experiment, and in
Section 5 we discuss the results of our experiment. Finally,
Section 6 gives the conclusions and directions for future re-
search.

2. Related Work

Over the years, the research community has produced a num-
ber of virtual environments. In this work, we focus on collab-
orative virtual and augmented reality with a shared physical
workspace, a number of which we will address in Section
2.1. In Section 2.2, we address related work in the area of
research on collaboration in VR and AR.

2.1. Systems for AR/VR with a Shared Physical
Workspace

Systems for augmented and/or virtual reality that allow users
to collaborate in the same physical environment come in
different flavors. Based on display type, these systems can
be grouped either under stationary display systems, or non-
stationary display systems.

One of the benefits of stationary display systems is their
high resolution (compared to most non-stationary display
systems). Various approaches have been taken to be able to
share a single display by multiple users. One approach taken
to share one display with multiple users, is to partition the
screen, so that each user can see a part of the screen. This
approach is taken by Kitamura ez al. [KKYKO1].

A more common approach to share one display between
multiple users is to interleave the (stereoscopic) images each
user sees. Examples of such so-called time-sequential sys-
tems are the multi-user CAVE [CNSD*92], the Two-User
Responsive Workbench [ABM*97], the Virtual Showcase
[BFScO1].

Finally, there is a group of stationary single-display sys-
tems based on an array of (small) lenses placed in front of
a display. Such lenticular displays refract light from the dis-
play for each eye so that stereoscopic images can be formed.
One example of a collaborative lenticular display is the one
made by QinetiQ [QHPVLO4].

One system that takes a different approach, is to provide
each user with his or her own stationary display. The Joint
Space Station [MBO04], in use at our institute, is such a sys-
tem. Another example of such a system is the PIT [APT*98],
in which each user has his or her own back-projected screen.
A more recent approach is the system described by Hirakawa
et al. [HKO4], comprising of a large (top-/front) projection
screen, in front of which users can stand and interact with
system and other users by gesturing and props.

Another common approach is to provide each user with
his or her own non-stationary display, such as for example,
a Head Mounted Display (HMD). The benefits of these sys-
tems is that users can be mobile and therefore co-location of
visual and interaction space is easy, but on the other hand,
there are issues of ergonomics and resolution HMD dis-
plays (although resolution is rapidly increasing). Examples
of collaborative systems based on HMDs is the StudierStube
Augmented Reality Project [FP0O1], the SeamlessDesign sys-
tem [KTY99], and the Virtual Round Table [BMSO00]. An
approach that combines head mounted displays, projection-
based graphics, PDAs and CRT/LCD-screens (e.g. on a lap-
top) is MagicMeeting [RWBO2].

2.2. Research on Collaboration in VR and AR

As early as 1991, Tang [Tan91] researched work practices
during collaborative design on a table. Tang observed the
importance of hand gestures as significant resource for com-
municating information. Although Tang’s work is focused
on a groupware drawing tool, he mentions the importance
of sharing a view on the task at hand, as well as the need
for a sense of awareness of other participants for effective
collaboration.

In the area of collaborative augmented reality, Billinghurst
et al. published their findings from experiments with
face-to-face collaboration in co-located AR environments
[BBGKO02,BKK*02]. In their work, Billinghurst et al. found
users in a collaborative AR environment exhibited many
of the same behaviors that are present in unmediated face-
to-face collaboration. They conclude that interaction with
content in AR should be through the tangible interfaces
metaphor. They further conclude that a mediated view on the
real world affects a user’s ability to perceive their collabora-
tor and his/her non-verbal cues. As a result, speech patterns
may change to compensate for the limited visual perception.
They advise to use employ a display system that provides an
unmediated view on the real world for collaborative AR.

Recently, Scott ef al. [SSCIO4] have described issues of
territoriality in collaborative tabletop workspaces. For this,
they performed two observational studies in which subjects
play various tabletop games. Their results show that subjects
use different areas on the table (‘territories’) to coordina-
tion their interaction. In their work, they give arguments for
each user to have an individual workspace in addition to the
workspace that is shared by the collaborators.

In their work on Distributed Collaborative Virtual Envi-
ronments (DCVEs), Otto and Roberts [OR03] stress the im-
portance real world communication in closely coupled col-
laboration. The results from a user study they performed,
show that when subjects were aware of the communication
methods they had (i.e. a microphone), usage of those meth-
ods increased. Furthermore, they reported that this aware-
ness resulted in the team working together more success-
fully.
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Figure 1: Two users working in prototype JSS (in duo-configuration) and schematic view of set-up.

Also based on research in a distributed system, Fussell
[FKS00] describes the effect of sharing a visual context in
coordination of communication and task performance. In
their work, they show the benefit of sharing visual context
but raise questions on the adequacy of video communication
technology.

In their work, Gutwin and Greenberg [GGO0O0] describe the
mechanics of collaboration in a Computer Supported Collab-
orative Work (CSCW) setting. They describe low level ac-
tions and interactions that must be carried out to successfully
perform a task in a shared manner. Although not strictly VR-
related, their findings that communication and coordination,
and monitoring and assistance are important for successful
completion of collaborative tasks, are nonetheless interest-
ing for our work.

3. The Joint Space Station (JSS)

The Joint Space Station (JSS, see Figure 1) is a tool designed
for collaborative desktop virtual and augmented reality with
a shared physical workspace. In Section 3.1, we describe the
architecture of the JSS, followed by a description of the con-
struction application in Section 3.2. Finally, in Section 3.3,
we address the types of collaboration that can occur in the
JSS.

3.1. Architecture

The JSS (see Figure 1) is constructed out of multiple mod-
ular desktop VR/AR stations (called Personal Space Sta-
tions or PSSs [MvL02]). The PSS is a mirror-based system
equipped with a standard CRT monitor. The user looks at
the monitor via a (half or fully silvered) mirror. Because
the reflected image of the CRT is perceived behind the mir-
ror, visual and interaction space are co-located. Interaction
with the system is performed by reaching under the mir-
ror and manipulating physical objects articulated with retro-
reflective fiducials. The objects are tracked using a custom
optical tracking system. This system consists of two cam-
era’s equipped with a ring of infra-red (IR) LEDs and an
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Figure 2: Screenshot of example run of construction appli-
cation. In this run, a number of pieces of pipe have been
placed by a user, and the water has begun to flow (blue piece
of pipe). On the right of the screen (two pieces of pipe, cou-
pling on top, elbow below), the part selector is shown. In the
foreground, a currently selected piece (red wireframe) that
still needs to attached to pipe is shown.

IR-pass filter in front of the lens. Additionally, each PSS has
three pedals which double as mouse buttons.

By cascading PSSs, the individual workspaces of each
PSS coincide and form one shared physical workspace.
Users can see one another, thus allowing natural commu-
nication as normally present in face-to-face collaboration.

3.2. Application: Pipe Dream 3D

The construction application is a collaborative game called
Pipe Dream 3D (see Figure 2) based on the classic arcade
game ‘Pipe Mania’. The goal of this game is to build a pipe.
After an initial delay, water starts flowing through the pipe.
Once the water reaches the end of the pipe, the game is over.

Our three-dimensional implementation is based on a reg-
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Figure 3: Invalid moves. Left: an invalid move is indicated
by a red wire frame cube around a candidate. Right: trying
to build a pipe into an obstacle (opaque cube) is disallowed.

ular volume of cells in which users can place pieces of pipe.
New pieces need to be connected to the end of the pipe al-
ready constructed. A starting point is provided by a piece
sitting on the lowest level of the volume. Additionally, the
volume contains obstacles that the user is to avoid (shown
as opaque red cubes in Figure 2). To aid users in interaction,
the size of the volume is shown by a grid on one side and the
bottom of the volume. Furthermore, the current position of
the input device is highlighted on the grid.

At the opposite side of the volume, two pieces of pipe
are depicted from which the user can select the piece to play
next. In the game, there are two types of pipe: a straight piece
(‘coupling’) and a corner piece (‘elbow’). To select a piece,
the user holds the input device at the position of one of these
pieces and presses the pedal. The selected piece is attached
to the input device such that the user can move and orient
it. To connect a piece to the end of the pipe, the user posi-
tions the selected piece at the correct position and presses
the pedal to release the piece. When released, the pose is
‘snapped’ to a discretized 90 degree orientation. A selected
piece can only be released when held in a valid pose; if a
chosen pose is invalid, this is indicated by a red wire-frame
box (Figure 3). A pose is invalid when it does not connect
to the existing pipe, if it would cause the pipe to run into an
obstacle (Figure 3, right), or would cause the pipe to leave
the volume.

3.3. Collaboration

In collaboration, we distinguish two aspects: inter-user com-
munication, and participation in manipulation. Communica-
tion in a natural, face-to-face setting does not solely consist
of speech: people gesture, use body language, and use aids
such as a piece of paper and a pen when explaining etc. Re-
search has shown the importance of such non-verbal com-
munication methods (e.g. [GG00, FKSBO02]). Systems sup-
porting collaboration should therefore maintain or support
the natural communication channels as much as possible.

When performing a task collaboratively, the degree of par-
ticipation of each user in the actual manipulation can vary.
For example, users can take the role of passive spectator, as-

sist verbally and non-verbally, or actively participate in ma-
nipulation in the task at hand.

The JSS is a system designed with these aspects in mind;
its physical construction allows users to see each other. If a
half-silvered mirror is used the hands of other users can still
be seen next to the virtual content. Furthermore, the design
of the JSS does not impose rules on users concerning the
degree of participation in manipulation: users can either have
their own manipulation devices, share them or be passive
observers.

In this study, we focus on one aspect of collaboration: the
degree of participation in a collaborative construction task.
We studied four configurations:

SU: Single-user task — as a reference, we include a
single-user condition. In this condition, only the currently
‘active’ user has virtual content displayed.

SUA: Single-user interaction task with assistance — in
this condition, both subjects have virtual content, but only
one of the subjects may perform interaction. The other
subject was instructed to assist by giving hints (e.g. ges-
turing or speech).

C1D: Collaborative interaction, 1 device — this condi-
tion differs from the former in that both subjects were al-
lowed to interact with the virtual content. However, there
was only one interaction device. Therefore, subjects had
to pass on the device to allow the other subject to interact.

C2D: Collaborative interaction, 2 devices — a ‘fully col-
laborative’ condition, in which each subject was given his
or her own interaction device, i.e. both subjects could con-
currently interact.

We hypothesized that, with increasing degree of partici-
pation, user and task efficiency would increase. As the main
performance metric, we used the number pieces of pipe a
subject could place per second. Furthermore, we looked at
total pipe lengths as a measure for task performance, and the
ratio of the types pipe pieces. The latter can be seen as an
indication of pipe complexity, since straight pipe pieces are
easier to place than elbow pieces.

4. Experiment Description

In the following Sections, we detail the experiment parame-
ters, subject population and measurements taken during the
experiment.

4.1. Test System Details

In our experiment, we used the dual-system configuration
of the JSS. The system employs two half-silvered surface-
reflecting mirrors, thus creating an augmented reality en-
vironment. The total size of the shared workspace is about
60cm wide, 50cm deep and 50cm high.

Each PSS was equipped with a 22 CRT monitor running
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at 120Hz in stereo. Head tracking was provided using a cus-
tom optical tracking system described in [MJVRO3]. Inter-
action tracking is done by a single set of progressive-scan
camera’s running at 60Hz and a dedicated PC equipped with
frame grabber boards by Leutron Vision. This system broad-
casts the tracker data over a standard 100Mbit Ethernet link
to both other PCs.

4.2. Application Details

In the experiment, subjects were asked to construct a 3D vir-
tual pipe using the Pipe Dream 3D application introduced
in Section 3.2. Figure 2 shows the application in action and
Figure 4 shows the view for the first user.

The two water flow parameters, initial delay and speed
of the running water were tuned experimentally. The initial
delay (the time between connecting of the first piece to the
start piece and the start of the water flow) was set to 30 sec-
onds. The water flowed at a speed of 1.5 seconds per piece of
pipe. When the water flow had reached the end of the pipe,
subjects had one period (i.e. 1.5 seconds) of ‘slack time’, in
which a new piece could be connected. If this period had
expired and no new piece had been connected, the run was
over.

The construction volume was centered between both sub-
jects, and placed about 15 centimeters above the table top. A
physical helper table was provided to serve as a frame of ref-
erence. Serving as a black background, the helper table also
aided users in fusing the stereoscopic images. The size of the
volume was chosen to be 10 cells wide (left-right), 7 cells
deep (seen from the user) and 5 cells high. Each cell was a
cube of 3x3x3cm, bringing the volume size at 30x15x21cm.

The grid was filled with a total of 18 virtual obstacles ran-
domly distributed throughout the volume (see Figure 2). The
obstacles were checked for invalid configurations (e.g. an
obstacle directly in front of the start piece) and distribution.
To prevent learning effects between runs, 8 different config-
urations of obstacles were used.

Because an elbow can be positioned in more poses (eight
poses) than a coupling (which has only three unique poses),
it costs more time to get an elbow in a correct pose. To make
sure this discrepancy in difficulty would not affect the choice
of type of piece of pipe too much, each part selected was
given an initial (discretized on 90-degree angles) random
orientation.

4.3. Task Description and Conditions

Subjects were asked to construct a pipe that was as long as
they could, until the water reached the end of the pipe.

Before (a pair of) subjects started the actual experiment,
they were given time to familiarize themselves with the sys-
tem and the application. During this test run, the workings
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Figure 4: View for first user (application content has been
overlaid for clarity). In this figure, the first subject is hold-
ing the input device with a virtual elbow attached. The user
can see his own hands as well as the other user’s hands and
actions.

of the optical tracking system, the head tracking system and
the foot pedal were explained. Furthermore, the application
and task were explained. Just like in the real experiment, the
test application contained obstacles. In this first test run, the
water flow was disabled.

In the instruction phase, the meaning of the objects in
the workspace was explained, as well as the size of the vol-
ume and what types of moves were allowed. Users were in-
structed on the ‘snapping’ of a selected piece of pipe and that
they therefore did not have to be too precise in aligning the
piece with the pipe: as soon as the red wireframe would dis-
appear, a pose was valid and the user could attach it. Finally,
subjects were asked to gesture and speak as much as they
liked, both between one another and with respect to the ex-
perimenter. When subjects felt comfortable with the system
and application, a second test run was started, this time with
the water flow enabled. When subjects familiarized them-
selves with the application and the concept, the experiment
was started.

Each of the conditions in Section 3.3 was performed three
times in a row. To gain insight in single user performance,
three runs of the single user (SU) and single user with assis-
tance (SUA) conditions were performed by both subjects.
Both collaborative conditions were performed three times
per subject pair. To prevent influence of learning effects,
the order of conditions was permuted (single user conditions
were counted as a separate condition per user, bringing the
total to six conditions).
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| mean std min  max
SU 2775 13.95 2 60
SUA | 28.18 16.64 5 74
C1D | 2439 13.50 3 62
C2D | 53.61 2443 19 138

Table 1: Pipe length (in number of pieces of pipe placed by
a subject)

Between different conditions, subjects were given time to
relax their arms, shoulders and neck, as well as their eyes.
After this period, subjects were instructed on the next condi-
tion.

4.4. Subjects

A total of 24 subjects participated, ranging in age from 24 to
54 with an average of 30 years old. All subjects were either
scientific or supporting staff. 12 of the subjects had partic-
ipated in prior user tests which involved the PSS and thus
were more or less familiar with the system. In the subject
population, there were no left-handed people. In total, there
were 5 female subjects. 19 subjects indicated that they wear
glasses or lenses.

4.5. Measurements

Throughout the experiment, we recorded head tracker and
interaction tracker data as well as place and select actions,
foot pedal events and other application events (e.g. time
steps in the water flow). This data was used for analysis or
play-back of sessions at a later time. Furthermore, each ses-
sion was registered on video using a standard digital video
camera.

5. Results and Analysis

To find significant differences in the measurements, we per-
formed an analysis of variance (ANOVA, o = 0.01) on
the data recorded. The first measure we looked at, was
the lengths of the constructed pipes. In Table 1, we have
included statistics on pipe lengths for all four conditions.
These results are displayed graphically in Figure 5.

Furthermore, we subjected our main metric for individual
user performance, the number of pieces placed per second,
to an analysis of variance. The results of this test are given
in Table 2 and shown graphically in Figure 6.

Table 1 shows a significant increase in average pipe
lengths in the fully collaborative C2D condition; pipe length
was on average nearly twice as large as in the other three
conditions. Interestingly, pipe lengths under the other three
conditions are not significantly different.

For our main metric, the results are similar: Table 2 shows
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Figure 5: Box-Whisker plot for pipe lengths under all four
conditions. See also Table 1.

SU SUA C1D C2D | mean

SU — 0.344 0.179 0.000 | 0.338
SUA | 0.344 — 0.598  0.000 | 0.323
C1D | 0.179 0.598 — 0.000 | 0.313

C2D | 0.000 0.000 0.000 — 0.434

Table 2: Results of ANOVA (p-values) for pipe pieces placed
per second (pps). Two groups of samples differ significantly
if their p-value is < 0.01. The rightmost column denotes the
average number of parts per second for each condition.

no significant difference in performance between the first
three conditions, and a significant difference between all
first three conditions and the last (fully collaborative) condi-
tion. The number of pieces placed per second is significantly
larger in the C2D condition.

Interesting is that, although the number of pieces of pipe
is larger under this condition, this number is combined for
two users. This means that per user, the average number of
pieces of pipe placed per second is only half as large. From
this, it can be concluded that, although the task performance
increases, per-user performance decreases.

There are a number of possible explanations for the de-
creased per-user performance. For one, it could be that, be-
cause of the on average greater pipe length, users were hin-
dered more by the obstacles. If such should be the case, the

| mean std min max
SU 0.3939 0.1948 0.0000 1.5000
SUA | 04225 0.1861 0.1667 1.0909
C1D | 04512 0.1806 0.2222  0.9091

C2D | 0.4633 0.1662 0.2927 1.1000

Table 3: Elbow-coupling ratio
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Figure 6: Box-whisker plot of the average number of pieces
placed per second for all four conditions.

number of elbows used would increase. To make a valid
analysis between conditions, we define the ratio between the
number of elbows and the number of couplings used in a
pipe as a measure for pipe complexity. In Table 3, we list the
mean ratios for all four conditions. An analysis of variance
on the ratio shows no significant difference in these numbers.
Therefore, we have to conclude that increased pipe complex-
ity is not the cause of decreased user performance.

A different reason for the decreased user performance
might be found in the actions performed by one subject influ-
ence the actions of the other. For example, subjects having to
wait for the other user to complete their action, or subjects
taking more time to anticipate the other user’s actions. To
analyze these effects, we defined two more metrics:

Average placing time — we defined placing time as the
time between the selection of a piece of pipe from the part
selector and the corresponding moment of connecting that
piece to the end of the existing pipe. Thus, for each run,
for a pipe of length N, there is a vector of ‘placing time’
of N samples.

Average linger time — linger time complements placing
time. It is defined as the time between the moment of con-
necting a piece to the end of the pipe and the selection of
a new piece in the part selector. For a pipe of length N,
there is a vector of ‘linger time’ of at most N — 1 samples.

An analysis of the variance in placing time (Table 4) and
linger time (Table 5) showed that in the fully collabora-
tive case C2D, both measures significantly differed from the
other three conditions: in either case, the average time sub-
jects needed increased. From this, we can conclude that de-
creased user performance was not solely caused by waiting
for the other user to finish placing a piece before deciding
which type of piece to play next. In that case, linger time
would significantly increase, while placing time would not.

(© The Eurographics Association 2005.

| mean std min max
SU 1.9546 09939 1.1337 6.4697
SUA | 2.1263 1.1027 1.1230 7.2214
C1D | 2.1407 1.1372 1.1983 6.4879
C2D | 2.5286 0.6194 1.8439 4.4956

177

Table 4: Average placing time for all four conditions

| mean std min max
SU 1.5632 1.4460 0.7957 11.3962
SUA | 1.5349 0.8593 0.8043 5.0381
C1D | 1.6475 1.1338 0.9236 7.4406
C2D | 2.1892 0.4443 1.4889 3.0717

Table 5: Average linger time for all four conditions

Similarly, the decrease in user performance is not solely
caused by a user having to wait before a piece can be at-
tached, because the other user is currently attaching a piece.
In that case, only placing time would significantly increase.
The increased linger time and placing time indicate that
probably both is the case; the process of users anticipating
on what the other user is doing caused the increased times.
However, because the actions of both users are interleaved,
the resulting pipe can (on average) be longer.

5.1. Observations and Subject Remarks

During the instruction phase of the experiments, subjects
were asked to make any remarks with respect to the test
whenever they liked. A summary of observations made dur-
ing the experiment and relevant remarks made by subjects
follows.

Even though subjects were allowed to pass the input de-
vice in the collaborative, 1 device condition C1D, the num-
ber of device passings was on average low.

One interesting observation is that in the fully collabo-
rative condition, a lot more verbal communication was dis-
played than in the other two (semi-) collaborative conditions.
Even in the assisted single user condition SUA, there was a
relatively low number of utterances. Some subjects gestured
heavily during the SUA condition, trying to mimic a desired
pose with their hands.

Some subjects reported that during the test, when they
were working at full speed, they sometimes would not no-
tice when they had ‘missed’ the part selector and therefore
did not have a piece of pipe attached to their input device
until they tried to attach it to the pipe. One subject com-
mented that this could be because he found the part selector
too small. This particular subject was myopic and had trou-
ble estimating depth in the application and commented on
the projected ‘cursor’ position on the grid was of great help
to him.
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A few of subjects remarked that building near the part se-
lector was easier for them, because of the smaller distance
they needed to travel with the input device. Some subjects
remarked that building near the part selector was their new
‘strategy’. One pair of subjects adopted a strategy of ana-
lyzing a newly presented field with obstacles and making a
plan before attaching the first piece of pipe. In some cases,
this discussion phase took a few minutes (this subject pair
built on average the longest pipes in the C2D condition).

At the end of all runs, subjects were interviewed shortly
on how they had experienced the test and if they had any
final remarks. The larger part of the subjects commented on
the foot pedal as being strenuous and that they rather had
used a hand-operated button (e.g. keyboard or mouse button)
for picking and dropping, had such a button been available.
Most users commented on the experiment as being fun.

6. Conclusions and Future Work

The results from the user study we presented show that there
is a significant benefit in a user actively participating in a
construction task. On the other hand, our results show that
there is no significant benefit over a single user performing
that task, when the other user is only allowed to speak, ges-
ture, or incidentally help.

Furthermore, our results show that while a pair of sub-
jects concurrently constructing a pipe performs significantly
better than an ‘aided’ single user, individual performance
decreases. The cause of the decreased performance in the
fully collaborative case is likely caused by users basing their
actions on what the other user is doing. To further identify
the source and nature of these interactions and their implica-
tions, more research is needed.

Although the task we employed in our study has a number
of common VR actions and interactions (picking, dragging
etc.), in future work, we would like to perform a study that
assesses effectiveness of collaboration under different tasks
and focus on typical VR actions and interactions. One exam-
ple of such a task could be a more knowledge-intensive task,
such as collaboratively solving a puzzle. We expect to see
more influence of verbal and non-verbal assistance in such a
task.

An interesting alternative to using AR for a future study,
is to use a VR condition with head-coupled viewing. In this
case, only verbal communication (at least non gesture-based
communication) can be used in addition to the visual feed-
back provided by the system.
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