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Abstract
We present novel algorithms for predictive tracking of user position and orientation based on double exponential
smoothing. These algorithms, when compared against Kalman and extended Kalman filter-based predictors with
derivative free measurement models, run approximately 135 times faster with equivalent prediction performance
and simpler implementations. This paper describes these algorithms in detail along with the Kalman and extended
Kalman Filter predictors tested against. In addition, we describe the details of a predictor experiment and present
empirical results supporting the validity of our claims that these predictors are faster, easier to implement, and
perform equivalently to the Kalman and extended Kalman filtering predictors.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Three-Dimensional Graphics and Realism]:
Virtual Reality

1. Introduction

Predictive tracking algorithms represent an important com-
ponent of any virtual or augmented reality system. Without
these algorithms, virtual reality(VR) and augmented real-
ity(AR) systems must use the current user pose to compute
and display new images for each frame. This naive approach
can cause problems since the user might be moving dur-
ing the computation and display process, resulting in stale
images and a display-to-user-motion synchronization mis-
match. This mismatch degrades the user experience because
dynamic tracking error produces perceived latency1 and pos-
sible cybersickness9.

In general, we require predictive tracking algorithms to
be accurate, fast, robust (to different user motions), and
simple to understand and implement. Accurate prediction
is important since we want to mask latency and keep im-
ages fresh. Unfortunately, any prediction algorithm will in-
troduce latency into the rendering pipeline because it takes
some amount of time to make a prediction. Fast prediction
algorithms are, therefore, an important requirement since we
want to minimize any additional latency introduced into the
virtual environment(VE). In addition, fast prediction algo-

rithms do not have to predict as far into the future as slower
ones to compensate for any computational overhead. Ro-
bustness is important for a predictive tracking algorithm to
be useful in a VE, as it needs to handle a variety of differ-
ent motion dynamics and styles in different applications. Fi-
nally, predictive tracking algorithms should be simple to un-
derstand and implement because we want them to be easily
used in VE systems and applications.

Kalman and extended Kalman filter-based (KF/EKF)
predictors have received considerable attention in the
literature1, 5, 8, 10, 12, 17 and appear to be the prediction method
of choice by many researchers. These predictors can be de-
rived in a number of ways depending on the underlying
process and measurement models18. Most of the work with
these predictors has been with derivative free motion mod-
els (i.e., the tracking system does not provide derivative
information from rate gyros and/or acceleration sensors).
Although Azuma and Bishop have shown superior perfor-
mance with the use of derivatives in KF and EKF mea-
surement models1, our work focuses on KF/EKF predictors
with derivative free motion models since most commercial
tracking systems do not have sensors that measure velocity
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and acceleration. Previous work using these algorithms have
shown that they, in general, are relatively fast and accurate
for a variety of user motion dynamics and are fairly straight-
forward to understand and implement.

In this paper, we present a faster alternative to KF/EKF
predictors with derivative free measurement models, us-
ing double exponential smoothing, a common technique in
business and economic forecasting3, 6, 14. Double exponen-
tial smoothing, which has similarities with the α-β-γ filter15

used in aircraft tracking, relies on the idea that user motion
can be adequately modeled by a simple linear trend equation
with slope and y-intercept parameters that vary slowly over
time4. This idea is the basis for our assumptions that dou-
ble exponential smoothing is an appropriate choice for pre-
dicting user motion. Additionally, these predictors are sim-
pler to understand and implement than Kalman filter-based
predictors. To support the validity of the double exponen-
tial smoothing predictors, we describe the results of a study
that shows these new predictors are as accurate as KF/EKF
predictors for a variety of user motion sequences.

In the next section, we describe the double exponential
smoothing algorithms for predicting user position and orien-
tation followed by a description of the KF/EKF predictors
we are testing against. Then, we present our predictor exper-
iment and the results which indicate the validity of our new
algorithms. Finally, we discuss some areas for future work
and present conclusions.

2. Double Exponential Smoothing-Based Prediction

Double exponential smoothing-based prediction (DESP)
models a given time series using a simple linear regression
equation where the y-intercept β0 and slope β1 are varying
slowly over time2. An unequal weighting is placed on these
parameters that decays exponentially through time so newer
observations get a higher weighting than older ones. The de-
gree of exponential decay is determined by the parameter
α ∈ [0,1). We can use such an evolving regression equation
to make user pose predictions.

To predict user position, we assume that at time t −1, we
have the estimates ~b0(t − 1) and ~b1(t − 1) for ~β0(t − 1) and
~β1(t − 1) respectively. Note that each estimate is a vector
representing the x,y, and z components of position. We also
assume we have a new user position ~pt at time t. To up-
date the estimates of ~β0(t −1) and ~β1(t −1), we require two
smoothing statistics defined by

~Spt = α~pt +(1−α)~Spt−1 (1)

~Sp
[2]
t = α~Spt +(1−α)~Sp

[2]
t−1, (2)

where the first equation smoothes the original position se-
quence and the second equation smoothes the ~Spt values.

Using ~Spt and ~Sp
[2]
t , we can calculate ~b0(t) and ~b1(t) with

the following:

~b1(t) =
α

1−α
(~Spt − ~Sp

[2]
t ) (3)

~b0(t) = 2~Spt − ~Sp
[2]
t − t~b1(t). (4)

Given these estimates, the user’s position is predicted time τ
into the future with

~pt+τ = ~b0(t)+ ~b1(t + τ). (5)

With some algebraic manipulation (see 2 for details), our
position prediction equation is

~pt+τ =

(

2+
ατ

(1−α)

)

~Spt −

(

1+
ατ

(1−α)

)

~Sp
[2]
t . (6)

We predict the user’s orientation using the same formula-
tions for position prediction except that quaternions are used
instead of 3D vectors. Therefore, substituting q for ~p, equa-
tions 1, 2, and 6 are applied to each of the four quaternion
components and an explicit renormalization is done to make
sure the predicted quaternion is on the unit sphere.

The DESP algorithm predicts a user’s pose an integral
multiple (i.e., τ) of ∆t (i.e., 1.0 divided by the sampling rate)
into the future. For example, if the sampling rate is 20 Hz,
then ∆t is 50 milliseconds, and the prediction scheme can
only predict user poses at 50,100,150, . . . ,n milliseconds
into the future with τ = 1,2,3, . . . , i. If τ is not an integer
the algorithm provides no answer.

To overcome this limitation and predict user poses any
time into the future, we have extended the basic DESP al-
gorithm. If τ is not an integer then we make a low and high
prediction using bτc and dτe respectively. Then, we interpo-
late between these two predicted values to find the prediction
at the correct future time. For position, using linear interpo-
lation,

~pt+τ = ( ~phit+dτe−
~plot+bτc)(τ−bτc))+ ~plot+bτc. (7)

Since we are representing orientation with quaternions,
we use spherical linear interpolation13 (i.e., SLERP) to find
the predicted orientation at the correct time. This predicted
orientation is given by

qt+τ =
qlot+bτc sin(1−ρ)Ω+qhit+dτe sinρΩ

sinΩ
, (8)

where ρ = τ − bτc and Ω = arccos(qlot+bτc � qhit+dτe)).
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The � symbol stands for a quaternion dot product in this
case. Note that we make sure to normalize qlot+bτc and
qhit+dτe before applying the SLERP function to ensure they
represent rotations on the unit sphere. Finally, to initialize
both the position and orientation predictors we simply set
the smoothing statistics at time 0 to the initial observations
in a motion sequence.

3. Kalman Filter-Based Prediction

We develop the KF and EKF-based predictors so as to make
comparisons with DESP. To describe all the details of the
KF and EKF predictors is beyond the scope of this paper.
Therefore, we present the basics using a more algorithmic
description. See 1, 11, 16, 18 for more detail on Kalman and ex-
tended Kalman filtering.

3.1. Kalman Filter-Based Predictor for Position

The Kalman filter is a set of mathematical equations that
fuse information from multiple sources; it uses a predictor-
corrector mechanism to find an optimal estimate in the sense
that it minimizes the estimated error covariance16. In other
words, the filter uses an underlying process model to make
an estimate of the current system state and then corrects the
estimate using any available sensor measurements. Then, af-
ter the correction is made, we use the process model to make
a prediction.

For position, we use a simple position/velocity (PV)
model given by

d~p
dt

=~v. (9)

Note that we use three separate Kalman filter-based predic-
tors, one for each translational axis, which simplifies the
computations. We can trivially express each component of
these process models in state space form and determine the
system dynamics matrix F. Since we are using polynomial
Kalman filters (see 18 for more details), we can find the fun-
damental matrix φ(t) that propagates the state vector through
time using the Laplace transform,

φ(t) = L−1[(sI−F)−1]. (10)

Substituting ∆t for t we get the discrete form of φ(t), φk. For
a single axis of the PV process model

φk =

[

1 ∆t
0 1

]

. (11)

The advantage of using the fundamental matrix is that ex-
plicit numerical integration techniques are not needed.

Given the state vector at step k−1, we propagate the pro-
cess model through time using φk.

x̂−k = φk x̂k−1, (12)

where x̂−k is the a priori state estimate. The correction step,
which fuses any sensor measurements with x̂−k determines
the a posteriori state estimate,

x̂k = x̂−k +Kk(zk −Hx̂−k ), (13)

where Kk is the Kalman gain or blending factor and H is the
constant measurement matrix used to combine the measure-
ment vector zk with x̂−k . The Kalman gain is computed using
the matrix Ricatti equations,

P−
k = φkPk−1φT

k +Q (14)

Kk = P−
k HT (HP−

k HT +R)−1 (15)

Pk = (I−KkH)P−
k , (16)

where P−
k is the a priori estimate of the error covariance

matrix, Q is the constant process noise covariance, R is the
constant measurement noise covariance, and Pk is the a pos-
teriori estimate of the error covariance matrix.

Once the a posteriori state vectors are computed, we can
use the fundamental matrices to compute the predicted po-
sition by setting ∆t = tpred , the value which determines how
far to predict into the future.

3.2. Extended Kalman Filter-Based Predictor for
Orientation

We are using quaternions to represent rotations. There-
fore, the process models used to propagate the state vector
through time are nonlinear. Since the standard Kalman filter
is a linear estimator, we need to linearize about the current
mean and covariance, which is referred to as the extended
Kalman filtering16.

The process model we use is an orientation/angular veloc-
ity (OV) model defined by

f =
dq
dt

=
1
2

qω, (17)

where ω is a pure vector quaternion. In this case, a single
EKF is used, where the state vector contains the current
quaternion as well as angular velocity. Since these process
models are nonlinear, we cannot use φk to propagate the state
vector through time, so we use 4th order Runge-Kutta inte-
gration. However, we can approximate φk which we use in
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the correction step by taking the Taylor expansion of φ(t)
around the system dynamics matrix

F[i, j] =
∂ f(i)
∂x( j)

(x−k ), (18)

a Jacobian matrix which linearizes the process function f ,
and substituting ∆t for t. For the correction step we can reuse
equations (14)-(16) with some minor modifications. First,

H[i, j] =
∂h(i)

∂x( j)
(x−k ), (19)

a Jacobian matrix that linearizes around the nonlinear mea-
surement function h. In our case this function is just quater-
nion normalization. Second, F,H,Q are now denoted by
Fk,Hk,Qk since they are no longer constant and must be up-
dated at each filtering step. Note that after we compute the a
posteriori state vector, the quaternion is renormalized.

Once the a posteriori state vector is computed, predictions
are made with the OV model,

qpred = q+(tpred − t)
1
2

qω. (20)

3.3. KF/EKF Parameters and Initialization

Each predictor requires a Q (Qk in the EKF case) and R
matrix which represent the process noise covariance and the
measurement noise covariance. R is determined empirically
and accounts for the uncertainty in the tracking data. Setting
these matrices properly go a long way toward making the
predictors robust. We determine Q and Qk using the con-
tinuous process noise matrix Q̃ which assumes that the pro-
cess noise always enters the process model on the highest
derivative18. For example, with the PV model

Q̃ = φs

[

0 0
0 1

]

, (21)

where φs is a scaling parameter which acts as a confidence
value for how sure we are that the process model is an accu-
rate description of the real world. Therefore, we compute Q
and Qk using

∫ ∆t

0
φ(τ)Q̃φ(τ)T dt. (22)

The KF and EKF predictors also need to be initialized
on startup. The position values and quaternion in the state
vectors at time 0 are simply set to the first observations in
the motion sequence and the velocity and angular velocity

components are set to zero. The a priori estimate of the error
covariance and the elements in the these matrices are set to 0
for the off-diagonal entries and to relatively large numbers in
the diagonal entries. In the KF case, the diagonals are set to
100, and in the EKF case, the quaternion variance diagonals
are set to 1 and the angular velocity variances are set to 100.

4. Prediction Algorithm Experiment

Sections 2 and 3 have shown the inherent complexity of the
KF and EKF predictors compared to the double exponential
smoothing prediction approach. The KF and EKF predictors
require the calculation of partial derivatives, matrix multipli-
cation and inverses, and a more complex infrastructure while
the double exponential smoothing predictors only need a
small set of simple equations. In this section, we describe
an experiment comparing both running time and numerical
accuracy between double exponential smoothing-based pre-
diction, the KF and EKF predictors, and no prediction at all.

4.1. Experimental Setup

Six datasets (three head and three hand) were used in our
study representing a variety of different motion dynamics
collected from applications and interaction techniques devel-
oped in our Cave facility. Each dataset is about 20 seconds
in length captured from an Intersense IS900 tracking system.
The names and descriptions of the experimental datasets are
as follows:

• HEAD1 – simple head movement where the user stands
roughly in place and rotates to view the display screens

• HEAD2 – head movement from the user both walking and
looking around in the Cave

• HEAD3 – head motion from the user examining a fixed
object in order to gain perspective about it’s structure

• HAND1 – hand motion used to navigate the user through
the virtual world

• HAND2 – hand motion used in object selection, manipu-
lation, and placement

• HAND3 – complex, free-form hand motion used in 3D
painting.

Each dataset was tested with sampling rates of 70 and
180Hz for prediction times of 50 and 100ms giving us four
different test scenarios. We use a small Monte Carlo simu-
lation on each test scenario (5 runs) since random Gaussian
noise is added to the motion signals, which is used to sim-
ulate jittery tracking data. Constant values were set for the
random noise variances, 5e-5 for position and 5e-6 for ori-
entation providing noise added to the motion signals with
a Gaussian distributed range of ±0.021 inches for position
and ±1.19 degrees for orientation. All tests were run on a
AMD Athelon XP 1800+ with 512Mb of main memory.
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φs Parameter Values for the KF/EKF Predictors

(70Hz,50ms) (70Hz,100ms) (180Hz,50ms) (180Hz,100ms)

HEAD1 1 1 1 1

HEAD2 1 1 1 1

HEAD3 1 1 1 1

HAND1 3 3 2 2

HAND2 2 2 1 1

HAND3 40 103 35 50

Table 1: The φs parameter values used across the different datasets and test scenarios for both the KF and EKF predictors. In
this case, the same parameter value is used for both position and orientation prediction.

α Parameter Values for the Double Exponential Smoothing Predictors

(70Hz,50ms) (70Hz,100ms) (180Hz,50ms) (180Hz,100ms)

Pos : Rot Pos : Rot Pos : Rot Pos : Rot

HEAD1 0.34 : 0.46 0.34 : 0.46 0.18 : 0.25 0.18 : 0.25

HEAD2 0.41 : 0.48 0.41 : 0.48 0.26 : 0.27 0.26 : 0.27

HEAD3 0.44 : 0.39 0.44 : 0.39 0.24 : 0.21 0.24 : 0.21

HAND1 0.53 : 0.57 0.58 : 0.57 0.30 : 0.62 0.31 : 0.62

HAND2 0.47 : 0.53 0.45 : 0.55 0.26 : 0.31 0.26 : 0.31

HAND3 0.81 : 0.95 0.87 : 0.97 0.49 : 0.62 0.51 : 0.66

Table 2: The α parameter values used across the different datasets and test scenarios for the double exponential smoothing
position and orientation predictors. The numbers to the left of the colon are position α values while the numbers to the right of
the colon are the orientation α values.

4.2. Evaluation Method

Comparing predicted output with reported user poses is
problematic since these records have noise and small dis-
tortions associated with them. Thus, any comparison with
the recorded data would count tracking error with the pre-
diction error. We obtain “ground truth” datasets by passing
them through a zero phase shift filter to remove high fre-
quency noise. We determine the lowpass and highpass fil-
ter parameters by examining each signal’s power spectrum.
Depending on the particular dataset, the lowpass/highpass
pairs were anywhere between 1/3 and 6/8 Hz. This clean-
ing step (see Figure 1) gives us the truth datasets we need to
test against and makes it easy to add noise of known char-
acteristics for simulating jittery tracking data. With the truth
datasets, we can calculate the root mean square error for each
test (RMSE) and take the average over the Monte Carlo sim-
ulation runs.

Since a predicted pose consists of a position and orienta-
tion, we calculated the running times for the prediction algo-
rithms by grouping the KF/EKF predictors together and the
position and orientation DESPs together. Each test makes a
number of predictions depending on sampling rate, so we
took an average over all the predictions for a given test. We
then took a random sampling of 100 tests from the KF/EKF
predictor, the DESP, and no prediction at all and computed
the overall average running times.

4.3. Prediction Parameter Determination

Algorithm parameter tuning plays an important role in de-
termining predictor accuracy. For each dataset and test sce-
nario, we first perform a parameter search routine to find
the best parameter settings for that particular configuration.
This approach is not ideal from a practical standpoint since
it is a difficult problem to know exactly what the user’s mo-
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Figure 1: A segment of the HEAD1 dataset’s X component
showing the raw and clean signals.

tion will be in a real application. However, we chose this ap-
proach for two reasons. First, we want to examine how the
different motion datasets affect the optimal parameter val-
ues. Second, for purposes of this experiment, we want to ex-
amine the predictors on a level playing field so we can judge
there performance under optimal settings. Note that we are
currently exploring ways of determining parameter settings
adaptively in order to achieve the best predictor performance
possible for any user motion.

For the KF/EKF predictors, we need to determine the R
and Q (Qk for the EKF) covariance matrices. Since we know
the variances of the Gaussian white noise we are injecting
into the motion signals, we set the off-diagonal entries of
the R to zero and set the diagonal entries to be the value
of the noise variance parameters (5e-5 position and 5e-6 for
orientation). Thus we are making the assumption that our
measurement noise is based on the variability of a stationary
tracker. As shown in Section 3.3, we calculate the Q and Qk
matrices using equation 22 leaving φs as our free parameter.
The search routine ran over different integer values for φs
and Table 1 shows the values we used for φs in our experi-
ment.

For DESP, we also did a parameter search for the best
values of α. For each dataset and testing scenario, values for
α (between 0 and 1) were determined for both the position
and orientation predictors. These values are shown in Table
2.

5. Results and Discussion

Table 3 shows the results of the running time experiments.
From the results, we can see that DESP runs approximately
135 times faster than the KF/EKF predictors. For a frame of

reference, we also timed how long it would take to simply
take the previous user pose and use it as the predicted pose.
These timings show that DESP does not take much longer to
predict a pose than simply using no prediction at all.

KF/EKF DESP No Prediction

Average: 458.7803 3.3360 1.1912

Variance: 24.2354 0.0285 0.0152

Table 3: Average running times( µs) and variances for the
different predictors.

To examine the relationship between the accuracy results
for both predictors, we looked at how many times better the
given predictor performs than no prediction at all. This is
easily calculated by taking the RMSE results from each pre-
dictor for all test scenarios and dividing them by the corre-
sponding RMSE for no prediction.
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Figure 2: Prediction accuracy results from the 70Hz, 100ms
test scenario comparing DESP with KF prediction and no
prediction at all across head and hand motion datasets.

Table 4 shows these “times better” metrics for the
KF/EKF and DESP in relation to no prediction at all. The
table shows that on average both predictor types perform be-
tween two to three times better than no prediction at all for
all cases which first confirms previous results about KF/EKF
predictors1 and second indicates DESP has roughly the same
performance as the KF/EKF algorithms. Additionally, the
differences between KF/EKF and DESP “times better” met-
rics are no larger than 0.1 further indicating their similar per-
formance. On average, DESP gets two to three times better
prediction accuracy than no prediction at all with a cost of
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approximately 2 additional µs whereas the KF/EKF predic-
tors also get to two to three times better prediction accuracy
but with an additional cost of approximately 456 µs.

KF DESP

Head Position 2.53 2.50

Hand Position 2.69 2.59

EKF DESP

Head Orientation 2.69 2.60

Hand Orientation 2.06 2.00

Table 4: Performance of the KF/EKF predictors and DESP
in relation to no prediction at all.

Figures 2 and 3 show some specific results from the ex-
periment that are representative of all the scenarios run. The
graphs show the relatively minute differences between the
prediction accuracies for KF/EKF and the double exponen-
tial smoothing predictors. Although for the majority of the
test runs, the KF/EKF predictors performed slightly better
than double exponential smoothing, the average differences
between the RMSE numbers was only 0.0163 of an inch for
position and 0.0709 of a degree for orientation. These differ-
ences show any additional accuracy improvements obtained
with the KF/EKF predictors are negligible.
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Figure 3: Accuracy results from the 180Hz, 50ms test sce-
nario comparing DESP with EKF prediction and no predic-
tion at all across head and hand motion datasets.

The results from this experiment provide empirical evi-
dence showing that the DESP algorithms are significantly
faster than the KF/EKF predictors with roughly the same
accuracy in RMSE. These results are consistent across the

different datasets and testing scenarios. In addition to these
results, the DESP algorithms are conceptually easier to un-
derstand and implement than the KF/EKF predictors and this
can be seen from the descriptions presented in Sections 2 and
3.

One possible negative characteristic of DESP compared
to the KF/EKF predictors is that they will be slightly more
difficult to apply in a real time tracking system that produces
a variety of signals with different motion dynamics. The al-
gorithmic parameter searches (results are shown in Tables 1
and 2) show that the φs parameters for the KF/EKF predic-
tors have good stability in that the majority of them are set
to one. This indicates that the analytical determination of Q
and Qk represent good process noise covariance matrices.
The stability makes the KF/EKF predictors easier to use in
a real tracking system in the general case. Only the HAND3
data sets require inflating these matrices with φs which is
probably due to the free form nature of these motion signals.

The α values for the DESP algorithms have more varia-
tion across the different datasets. If the application domain
and the types of user motion are known, this variation is
not a problem since similar datasets can be used to find α
without much loss in performance. However, in the general
case, these predictors will be slightly more difficult to apply.
One possible approach to making DESP more robust is to
build an adaptive parameter tuning model which examines a
window of previous user poses then calculates the value for
α on the fly based on the signal’s characteristics. This ap-
proach should add relatively little computational overhead
to the DESP algorithm assuming the window sizes are rel-
atively small. Note that the KF/EKF predictors would also
benefit from such an approach especially when dealing with
free form hand motion (i.e., HAND3).

The significantly faster running times and simplicity of
DESP gives them a number of important benefits. Because it
takes the DESP algorithms only slightly more time to com-
pute than doing no prediction at all, they introduce hardly
any latency into the VE system providing more time for ren-
dering. Another benefit is in dealing with a tracking system’s
sampling rate. Sampling rate plays an important role in pre-
diction accuracy since a higher sampling rate will improve
a predictor’s performance. The short running times of DESP
makes them better suited to handle tracking systems with
very high sampling rates. DESP will not have to skip tracker
samples due to the prediction computation. DESP’s simplic-
ity makes them easier to implement than the KF/EKF predic-
tors and also make the algorithms suitable for implementa-
tion on a microcontroller that could be incorporated directly
into the tracking hardware (assuming an accurate parame-
ter setting model). These are just a few of the many possi-
ble benefits that the double exponential smoothing predictors
can provide which we are continuing to explore.
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6. Future Work

Although our empirical results present strong evidence to
support our claims, we would like to obtain more evidence
both empirically and analytically. Empirically, we wish to
continue to run experiments testing different datasets from
other tracking systems, applications, and interaction tech-
niques. Further experimentation will aid in showing the ro-
bustness of the double exponential smoothing techniques.
Analytically, there has been work done that has shown math-
ematical equivalence between the Kalman filter and expo-
nential smoothing under certain conditions7. We would like
to apply these analytical techniques to our problem domain
and see if we can find such an equivalence between both the
KF/EKF predictors and their DESP counterparts. This work
would provide a much stronger theoretical basis for the va-
lidity and accuracy of the DESP algorithms in the context
of user motion prediction. We also plan to develop the adap-
tive parameter tuning models discussed in Section 5. These
models will not only will make DESP more applicable in the
general case but any prediction algorithm that needs param-
eter tuning. Finally, we wish to incorporate DESPs into our
tracking system for work in our Cave facility.

7. Conclusion

We have presented novel prediction algorithms using dou-
ble exponential smoothing for predicting a user’s pose. We
have described the technique and contrasted it with Kalman
and extended Kalman filter-based predictors that employ
derivative free measurement models. Our experiments in-
dicate these prediction algorithms run approximately 135
times faster than a KF/EKF predictor with roughly the same
accuracy. With this paper, we have shown that double ex-
ponential smoothing predictors are a viable alternative for
predictive tracking over their KF/EKF predictor counterparts
due to their simplicity, speed, and accuracy and have shown
they should to be considered when employing a predictive
tracking algorithm in a virtual environment.
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