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Abstract
Virtual environments (VEs) such as the Responsive Workbench were designed to support interactive, complex
applications. The possibility of direct manual interaction with virtual objects, using both hands in a natural,
intuitive way is one of the great advantages of such configurations. The related work on interaction techniques
for these environments is mainly concentrated on hand-oriented, spatial manipulation. With increasing complexity
of applications, application control issues become more relevant, including the problem of tool selection. In this
paper, we propose a new interaction technique, optimized for handling tool selection tasks comfortably, called
the ToolFinger. The ToolFinger is a hand held 3D widget, resembling a pen, to which a set of tools is assigned
in a way that selecting and applying a tool are no longer two separated tasks. The ToolFinger concept allows a
fluent integration of tool selections and tool switches with the workflow of geometry editing. It benefits complex
manipulation tasks in applications such as immersive geometric modelling, or interactive visualisation.

Categories and Subject Descriptors (according to ACM CCS):
H.5.2 [Information Interfaces and Presentation]: User Interfaces – Interaction styles
I.3.6 [Computer Graphics]: Methodology and Techniques – Interaction techniques
I.3.7 [Computer Graphics]: Three-Dimensional Graphics and Realism – Virtual reality
J.6 [Computer-Aided Engineering]: Computer-aided design (CAD)

Additional Key Words and Phrases:
Virtual environments, Application control, System control, Tool selection, Immersive modelling, Responsive
Workbench

1. Introduction

Among projection-based virtual environments, table-like
systems such as the Responsive Workbench 10 or the Im-
mersa Desk 6 are configured as working environments, pro-
viding a virtual workspace where both hands directly inter-
act with virtual objects. For example, the horizontal projec-
tion screen of a Responsive Workbench forms a manipula-
tion space located in front of the user, so that his hands can
directly grab and manipulate virtual models.

At the first sight, these characteristics make workbench-
like systems very attractive to support applications that have
a high degree of interactive complexity, like 3D visualisation
or even immersive modelling. The interaction techniques
developed for direct manipulation of geometry and data in
such systems in many cases use metaphors from the physi-

cal world, which makes them very intuitive. The arguments
for the suitability of VEs are largely based on this way of
designing interaction.

From using 2D desktop applications, however, we know
that we are involved in many overhead tasks, such as choos-
ing a function, selecting another object, or issuing a com-
mand, while performing our main task. Consider e.g. a
computer-aided design system, where the user wants to
sculpt a free-form object. In order to perform this task, edit-
ing tools not only have to be applied to the model, they also
have to be selected, or switched. Therefore, beside the main
task, the user frequently performs actions in which a com-
mand is applied to change either the mode of interaction or
the application state. Such actions are defined as system con-
trol, or application control 11, and they are always part of an
application.

c© The Eurographics Association 2003.

39

http://www.eg.org
http://diglib.eg.org


Wesche / The ToolFinger

Considering complex manipulation tasks in a VE in this
context, it becomes clear that appropriate 3D interaction
techniques for application control must be integrated into the
user interface, in order to fully exploit the potentials of work-
bench VE systems for direct manual interaction. In contrary
to most manipulation tasks, solutions to that problem are far
from being obvious. On a 2D desktop system, applications
are normally controlled via a WIMP-style interface (Win-
dows, Icons, Menus, and Pointers). It is commonly accepted
as the standard interaction method, with the consequence
that the related concepts unalteredly appear in many VE
applications as well. However, inherently two-dimensional
concepts cannot simply be transferred to VEs, since the ex-
tra third dimension involves many more degrees of freedoms
compared to a 2D environment 11.

In this paper, we focus on the problem of how to perform
application control in the context of complex object manipu-
lation tasks in workbench-like systems. The most important
action that frequently occurs while a virtual object is being
manipulated is selecting a tool, including switching between
tools. In applications such as immersive modelling, a large
set of different editing tools can exist, which should be kept
ready for instant selection and immediate application to an
object.

We propose a new interaction technique, which we name
the ToolFinger. The ToolFinger is an interaction widget that
has been designed specifically to integrate tool selections
and tool switches into complicated workflows that are typi-
cal for modifying and editing geometry. The ToolFinger sup-
ports the quick selection and immediate application of edit-
ing tools applied consecutively to objects in workbench-like
VE systems. In our context, an item representing a function
to perform a specific task on an object is referred to as a vir-
tual tool, or shortly, as a tool. Usually, a tool is hand held,
and transfers hand motion into a change of the state of ob-
jects.

Note that the ToolFinger is a software-based solution,
due to the rather simple input devices that are common to
most VE systems. The ToolFinger merely requires a hand-
held input device, whose position and orientation in space
is tracked, and which has at least one button. Most suited is
a pen-like device, such as the commercially available and
widely used stylus, or any similar device. This property
makes our technique applicable in most projection-based
systems.

The ToolFinger technique integrates two actually sepa-
rated tasks, namely tool selection, and tool application, into
one seamless flow of action that especially benefits object
manipulation using several tools. In traditional menu-based
solutions, the user would have to interrupt an editing task
and break his focus of attention each time he would need a
new tool. In contrast to this, the ToolFinger reduces the se-
quence of interaction steps that are necessary to change the
tool significantly. The approach pursued by the ToolFinger

is, firstly, that a tool is selected very close to the region of
space where it is applied to an object, and secondly, that tool
application immediately and seamlessly follows tool selec-
tion. Moreover, all this is performed by just one hand, usu-
ally the dominant hand, so that the non-dominant hand is free
to position and orient the scene appropriately, thus enabling
two-handed interaction.

The paper is organized as follows: In the next section,
related work on application control in VEs is summarized.
Next, we present the ToolFinger technique and describe its
design issues. It follows a discussion on further work, and
the conclusion.

2. Related work

Although the application control components of the user in-
terface crucially influence the usability of VE applications,
specifically designed techniques are rare, even for table-like
work environments.

Bowman et al. 2 give a categorisation about the existing
methods, which include graphical menus, voice commands,
gestures, and gestural interaction. For the purpose of appli-
cation control, including tool selection, a few non-traditional
approaches have been proposed.

Coquillart and Grosjean 8 propose a promising approach
to application control. They transfer the principle of key-
board hotkeys to the Responsive Workbench, using a cube-
shaped widget, the Command & Control Cube or CCC. It
consists of a 3D grid of small cubes with which commands
are associated. A command can be activated by positioning
a selection pointer within the corresponding cube, using a
tracked input device. The authors emphasize that this tech-
nique allows controlling the application even in "eyes-off"
mode, due to its regular structure. The control cube is the
first approach that introduces a shortcut paradigm to VE in-
teraction. Compared to the ToolFinger, the CCC is a general
approach to application control. Our technique more specif-
ically focuses on object manipulation and editing that occur
e.g. in immersive modelling systems, and spatially relates
the interaction widget with the edited object.

The virtual palette 4, and a similar approach by Schmal-
stieg et al. 15, can be used for two-handed application con-
trol. The virtual palette resembles a transparent plate with a
handle, held by the non-dominant hand. It is used together
with a stylus in projection-based environments. With that
configuration, items can be selected on the palette using the
stylus.

Mine et al. 13 explore innovative, body-centered menus.
The menu position and orientation is defined relative to the
user in the virtual environment. The authors found that these
techniques can significantly enhance user performance, due
to the proprioceptive cues, i.e. the person’s sense of position
and orientation of the body and the arms.
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Hand-oriented menus 12, 16 are a widely used method for
controlling applications. Liang, Green, and Shaw 12, 16 use a
ring menu to select tools in an interactive modelling system.
The ring menu is represented as a circular object, on which
several items are placed. To select a tool, the user can rotate
the hand, until the desired icon is activated.

A Pinch Glove-based menu for application control tasks
is presented by Bowman and Wingrave 3, and implemented
in an immersive virtual environment. The menu texts appear
close to each finger, oriented in the finger direction. Touch-
ing a finger with the thumb of the same hand, i.e. pinching,
causes a selection. The Pinch Glove is a glove device that
is equipped with contacts at each fingertip, which are sensi-
ble to pinching. This technique therefore is another possible
solution to tool selection. However, additional hardware is
needed. Furthermore, the necessity of pinching makes it dif-
ficult to use a stylus-like input device with the same hand.

Cutler et al. 5 describe how two-handed direct manipula-
tion can be performed on a Responsive Workbench in a nat-
ural way. Both hands are instrumented with Pinch Gloves.
Tool switches are accomplished explicitly by pinching, or
by picking up tools from a toolbox that is located at the front
of the display area. In certain situations, tool transitions oc-
cur implicitly by reaching in with the second hand, thereby
switching from one-handed to two-handed mode.

Forsberg et al. 7 present a modelling framework running
on a table-sized display. The interaction paradigm is based
on physical props and multimodal input. Transitions be-
tween a variety of 2D and 3D interaction techniques are
supported. To switch a prop, users put down one prop and
pick up another. Transitions between virtual tools are accom-
plished either by speech recognition or by a drawn gesture.

Most of the techniques summarized here are based on
moving the arm or the hand in order to put down or pick
up an item or a prop from some location in the environment.
Note that the user needs to change the focus of attention each
time when reaching towards a new tool.

Apart from these contributions, the main methods of ap-
plication control and tool selection in VEs are based on 2D
widgets that are used in a similar way as within desktop envi-
ronments. However, techniques related to our approach have
been proposed in 2D environments as well.

The Toolglass 1 is a widget that can appear, as a sheet of
glass, between an application area and a cursor. The Tool-
glass area is subdivided into regions to which a set of tools,
or a set of alternative selections for an attribute, e.g. colours
or contour shapes, is assigned. By positioning the widget rel-
atively to the application so that the selection region overlaps
an object, that selection can be applied, by moving the cursor
inside. The principle of relating regions of interaction wid-
gets with objects is very similar to our ToolFinger approach.
However, the ToolFinger widget incorporates both a set of
implicit selection regions and the cursor, which are separated

Figure 1: The design of the ToolFinger, shown with the hand
and the input device. Thick sections correspond to selectable
tools. They are separated by thin sections.

in the Toolglass approach. Consequently, the ToolFinger is
operated with just one hand, in order to have the other hand
available for orienting and positioning the model appropri-
ately.

The FlowMenu is a new kind of marking menu 9, for use
with a pen device directly on large display devices such as
wall-mounted displays. The FlowMenu consists of eight oc-
tants placed around a central rest area. Starting from that
area, the user enters the fields of the menu with a pen,
eventually activating sub-menus, without leaving the display
area. Sequences of interactions can be arbitrarily long. They
smoothly integrate command selection, text entry and direct
manipulation, e.g. touching letters for quickwriting, or cross-
ing octant lines clockwise or counterclockwise to scale an
object. As in our approach, the FlowMenu aims at integrat-
ing consecutive tool selections and direct manipulation tasks
fluidly. It is designed for display surfaces in a 2D environ-
ment, whereas our ToolFinger widget directly interacts with
objects in a 3D virtual environment.

3. The ToolFinger

The key idea of the ToolFinger approach is to subdivide a
selection pointer into several sections and interpret an inter-
section of an object with one of those sections of the pointer
as a tool selection. With each section of the ToolFinger, a
tool is associated; see Figure 1.

3.1. Purpose

Although the interactive complexity of applications running
in table-like work environments tends to increase, there is
a lack of novel interaction techniques specifically designed
for handling complex object manipulation in a VE more ef-
ficiently. In these applications, various functions are typi-
cally defined for each object class. To mention just a few,
most objects can be moved, copied, or deleted. Moreover,
the application might support various geometric modelling
functions, such as smoothing, deforming, or moving control
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points. Complex editing tasks are characterized by frequent
changes of the current tool, an action that can distract the
user from his main work if it is not properly supported. The
main purpose of the ToolFinger is to provide an efficient
method of dealing with that kind of interaction.

3.2. Design

The ToolFinger is an interaction widget shaped like a vir-
tual pointer, or “finger”, and formed by connecting several
coloured cylindrical sections. There are thin and thick sec-
tions. A thick section has a length of about 1.3 cm, whereas
a thin section has half the length of a thick section. The di-
ameter of the sections is 1.3 cm. The tip of the ToolFinger
has a shape similar to a cone, although its function is equiva-
lent to that of a thick segment. Choosing that kind of design,
the ToolFinger resembles a drawing tool, such as a pencil,
which indicates its purpose.

Each thick segment of the finger corresponds to a specific
manipulation tool, e.g. copy, move, delete, or moving con-
trol points. In order to prevent an abrupt change of the tool
when moving the ToolFinger along the object, thin segments
that have no tool assigned are placed in between two thick
segments.

The ToolFinger is connected to the stylus tracker and
therefore follows the hand of the user. Normally, on a
Responsive Workbench, the hands are located above and in
front of the scene. In order to support interacting with objects
positioned that way, the ToolFinger can be tilted slightly
downwards relative to the stylus axis, see Figure 1. The
shown ToolFinger would have a length of about 9.1 cm.

3.3. Use

Principally, the way of using the ToolFinger is very similar
to the use of the familiar pick tool in a virtual environment.
With the pick tool, usually represented by a virtual pointer
following the hand, the user points at an object, presses a
button, and moves the object to another location. With the
ToolFinger, the user selects an object using that section that
corresponds to the desired tool, presses the stylus button and
performs the action, holding down the button. After that, the
button is released, so that the ToolFinger can be applied in
the same way again.

In order to select the right tool, the user is supported
with a visual feedback mechanism. When a segment of the
ToolFinger intersects an object, a short text describing the
functionality of the associated tool appears right above the
stylus, see Figure 2. It is therefore easily possible to browse
through the available functions by moving the ToolFinger
across the object, since a tool is only selected when the but-
ton is pressed.

Compared to the use of menus or toolboxes, where pick-
ing up a tool and applying the tool are separate steps, the

Figure 2: Selecting the move tool

Figure 3: Moving the curve immediately after tool selection

ToolFinger approach integrates tool selection with tool ap-
plication. The tool can be applied immediately after touch-
ing the object with the associated finger segment, by pressing
the button. The use of the ToolFinger is illustrated in Fig-
ure 2 and 3. Suppose the user wants to move a curve. Using
the ToolFinger technique, just one corresponding movement
of the arm is sufficient to perform the whole task: The user
grabs the curve with that section of the ToolFinger that is
associated with the move tool (Figure 2), presses the button
and moves the curve (Figure 3). Releasing the button places
the curve at the current location.

3.4. Advantages

The integration of an application control task into the flow of
action of manipulation tasks is the main contribution of the
ToolFinger approach. It implements a fluent transition be-
tween selecting a tool and applying it. The ToolFinger tech-
nique especially benefits complicated editing tasks that re-
quire many subsequent transitions between different tools.
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Three main characteristics distinguish the ToolFinger ap-
proach from traditional menu-based tool selection methods:

• The spatial area where the tool is selected and where it is
applied is nearly the same. The hand always acts in vicin-
ity to the object.

• The available manipulation tools are all attached to the
hand at the same time.

• The ToolFinger can be completely controlled by the do-
minant hand alone.

These characteristics benefit performance and user comfort
in the following way:

• The user’s focus of attention can stay concentrated on the
editing task. He can always look at the object that he is
manipulating.

• There is no need for the user to interrupt his main task,
since he is freed from moving away his arm in order to
reach a menu item.

• Two-handed interaction, which is the predominantly used
technique on a Responsive Workbench, is much supported
by the ToolFinger. Since the non-dominant hand is left out
of the tool selection process, it is always free to align the
model appropriately.

• There is no need for a separate tool drop technique that
would add increased complexity to the kind of editing
tasks described, since the ToolFinger is ready for reuse
after the button has been released.

Obviously, other tool selection methods have similar advan-
tages, e.g. speech recognition or pinching. However, the use
of speech input is often regarded as problematic, e.g. 7 re-
ports frequently misinterpreted spoken commands and am-
bient noise affecting the system. Concerning the use of Pinch
Gloves, most VE applications do require a hand-held tracked
input device, which would cause pinching with the same
hand to be rather impracticable.

3.5. Requirements

ToolFinger interaction requires accurate low-jitter tracking
of the input device. The normally used manipulation space
in a table-like environment is given by the reach of the arms,
which corresponds to the limited working volume of usual
electromagnetic tracking systems.

In our Responsive Workbench environment, we mounted
the transmitter of the Polhemus Fastrak system at the front of
the table, so that the stylus device sensor normally is within
roughly 1 m of the transmitter. Within this range, ToolFin-
ger interaction is not affected by jitter, and the accuracy is
sufficient even for interacting with detailed geometry.

3.6. Limitations

As we have seen, ToolFinger interaction is always related
with a virtual object that is being manipulated. The ToolFin-
ger therefore is not generally applicable for all tasks related

with function selection or application control; instead, it is a
special purpose technique. Consider e.g. object creation, and
suppose a user wants to choose the class to create an object
from, e.g. a curve, a cube, or a sphere. In such situations, it
is not possible to choose the desired tool using the ToolFin-
ger. Other application control tasks might benefit from the
ToolFinger approach, but its way of use would not be obvi-
ous.

Another situation where the ToolFinger might not be ideal
is applying the same tool to several objects. Consider e.g.
deletion of objects. Using the ToolFinger would require the
selection of the delete tool for each object separately. It
would be more comfortable to preselect the delete tool from
a menu and just touch each object.

Consequently, there is a need of a combination of differ-
ent application control techniques, including the ToolFinger,
e.g. menus or equivalent approaches providing individual
functions together with ToolFingers.

3.7. Applications

We developed the ToolFinger in the context of an immer-
sive geometric modelling application, which is described in
detail in 17, 18. The user can sketch simple free-form models
from scratch directly on a Responsive Workbench, by draw-
ing spline curves, creating a curve network, and sculpting
the resulting surfaces. User interaction with this application
frequently requires the selection of editing tools. Separate
tool sets are defined for curves and surfaces, according to
the following table:

class tools

curves smooth, sharpen, drag, edit curve points,
copy, move, mirror, delete

surfaces drag, smooth, sharpen, delete

Therefore, we defined two ToolFingers, one for curves,
consisting of eight segments (see figures), and another one
for surfaces, with four segments. The segments (shown in
light colour) are separated from each other by thin pieces
to avoid sudden transitions between tools assigned to neigh-
bouring segments. Suppose a user wants to elaborate a curve
or a surface until he is satisfied with its shape, alternately
using the tools smooth, sharpen and edit curve points. The
user can easily edit the object by using different segments of
the same finger. Tool transitions occur implicitly. Note that
traditional menu-based tool switching would require inter-
rupting the workflow each time when a new tool would be
needed.

The use of the ToolFinger is not restricted to shape design.
It could usefully be applied in 3D visualisation applications
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as well, e.g. for showing the results of a crash test simula-
tion. The non-dominant hand could position the car model,
whereas the ToolFinger, used by the dominant hand, could
easily choose different representation modes by pointing on
individual parts of the car model with the corresponding sec-
tion of the ToolFinger.

4. Further Work

Further extensions and improvements of the ToolFinger
technique are possible.

With the ToolFinger, the combined selection of the object
and the tool needs to be accomplished in 3D, although se-
lecting a tool from a set is conceptually 1D. A mechanism
that constraints the movement of the ToolFinger to stay in
contact with the object while the user is moving it would
ease browsing through the set of tools. Then, the intersec-
tion of an additional segment of the ToolFinger with the ob-
ject would allow reactivating free movement.

Since several kinds of objects usually appear in a scene,
each associated with a different set of functions, i.e. with a
different ToolFinger, there should be a method of how to se-
lect the right ToolFinger. A possible solution is automatic
selection of the right tool set when the pointer intersects an
object, however, we currently switch manually between dif-
ferent ToolFingers.

Another possible improvement is related with visual feed-
back. If the user was able to remember the location of the
section associated with a certain tool, an instant tool applica-
tion would be possible. Currently, the name of the tool only
appears when the user intersects an object. The user could
be further supported by colouring or varying the geometry
of individual sections of the ToolFinger. In addition to that,
sections belonging to tools that are needed very frequently
could be made longer or thicker. This would result in a more
distinct appearance as well, which would illustrate the pos-
sible choices of selection more clearly.

The ToolFinger concept could be extended to better sup-
port the direct application of the same tool, i.e. without
switching the tool, to several objects, as discussed in sec-
tion 3.6. For this, the chosen tool could be assigned to the
tip of the ToolFinger as the default tool. In this manner, the
ToolFinger could be applied just as a usual tool that was
picked up from a toolbox.

The size of the set of tools that can be handled by the
ToolFinger is obviously limited. A size of about 8–10 tools
seems to be appropriate in order not to exceed a reasonable
size of the widget and to keep its sections long enough. A
solution for supporting the selection from a larger set might
be connecting a limited amount of ToolFingers, forming a
ToolHand. As the name indicates, the fingers of a ToolHand
would be spread, just like the fingers of a stretched hand.

An open question related to that is what would be the “op-

timal” size of a section of the ToolFinger, since the geome-
try of a section influences the usability of the technique. The
size has to be chosen according to the number of tools, the
geometry of the scene, the characteristics of the tracking sys-
tem, and the fine motor skills of a user. Detailed experiments
in this field have to be done.

5. Conclusion

With the ToolFinger interaction technique for virtual envi-
ronments, we presented a possible solution to the problem of
how to integrate the task of tool selection into the workflow
of tool application. The ToolFinger can increase the perfor-
mance in situations, when several tools need to be used inter-
changeably, and in quick succession. Therefore, the ToolFin-
ger is an interaction technique highly adapted to complex
manipulation tasks that occur in applications such as geo-
metric modelling or interactive visualisation.

Since the ToolFinger was not designed as a general-
purpose technique, we also discussed the limitations of our
approach, and found that there is a need of a combination of
several application control techniques.

Concerning interaction metaphors, note that the ToolFin-
ger concept is not based on familiar work situations that oc-
cur in the physical world. Instead, the ToolFinger concept
makes use of the fact that both the scene and the tools are
virtual objects. Note that, in reality, it hardly would be pos-
sible to hold more than one tool in hand at the same time, e.g.
to hold a screwdriver, a file, and a hammer while working on
a piece of material. Metaphors based on the physical world
are often used to derive interaction concepts for virtual envi-
ronments. This can restrict our possibilities when interacting
with virtual objects and tools (see also 14 for a discussion on
artificial techniques).

As demonstrated by the ToolFinger, application control
techniques based on artificial concepts are an alternative to
traditional approaches, and could help to deal with the in-
creasing functionality of virtual reality applications.
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