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Abstract
This paper describes a new view management method for annotation overlay using augmented reality(AR) sys-

tems. The proposed method emphasizes the user-viewed object and the corresponding annotation in order to
present links between annotations and real objects clearly. This method includes two kinds of techniques for em-
phasizing the user-viewed object and the annotation. First, the proposed method highlights the object which is
gazed at by the user using a 3D model without textures. Secondly, when the user-viewed object is occluded by
other objects, the object is complemented by using an image made from a detailed 3D model with textures. This
paper also describes experiments which show the feasibility of the proposed method by using a prototype wearable
AR system.

Categories and Subject Descriptors (according to ACM CCS): H.5.1 [Information Interfaces and Presentation]:
Artificial, augmented, and virtual realities

1. Introduction

Since computers have made remarkable progress in resent
years, a wearable computer can be realized [SWP97,Man99,
VSGP03]. At the same time, augmented reality(AR), which
merges the real and virtual worlds, has received a great
deal of attention as a new method for displaying infor-
mation [FMS93, ABB+01, KY04]. Wearable AR systems
which merge these two technologies make it possible to in-
tuitively present location-based information to the user. To
realize wearable AR systems [SKC+01, HFT+99, KKS01,
TKY03, KTO04], measuring the user’s position in a wide
area is necessary. The research area of wearable AR sys-
tems has progressed as developing of positioning methods
[WJH97, NF02, SYI+03, NKY05].

In recent years, annotation overlay systems with wear-
able computers have been studied in various respects. For
example, Makita constructed a shared database of anno-
tations in a networked server [MKY04]. By using the
database, the renewal of annotations will be reflected ef-
ficiently for wearable computers of multiple users. Some

other researchers proposed annotation presentation methods
considering depths and occlusions of annotations [BH04,
UMKT05]. Authoring tools [GF03] for wearable AR sys-
tems has also proposed in recent years.

On the other hand, view management methods for wear-
able AR systems have also proposed. Azuma proposed a
view management method for AR scenes which rearranges
multiple annotations without mutual overlap [AF03]. Bell
proposed a method for VR and AR scenes, which can re-
arrange annotations using image regions where no object
is projected on based on 3D models of scenes [BFH02].
Leykin proposed an automatic algorithm which determines
positions of annotations by analyzing background textures
[LT04]. However, most of previous works focused on how to
arrange annotations on augmented scenes when there exists
multiple annotations. The proposed method focuses on how
to intuitively present links between annotations and their tar-
get objects.

In the proposed method, the user-viewed object and the
corresponding annotation are presented with emphasis us-
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Figure 1: Outline of wearable annotation overlay system.

ing 3D models of real scenes. In this paper, two kinds of
techniques for emphasizing annotations are described. First,
the proposed method highlights the object gazed at by the
user using a 3D model without textures. Secondly, when the
user-viewed object is occluded by other objects, the object is
complemented by using an image made from a detailed 3D
model with textures on the overlaid image. These annotation
emphasis images support the user’s intuitive understanding
of links between annotations and their target objects.

This paper is structured as follows. Section 2 describes
the proposed method of view management in detail. In Sec-
tion 3, an experiment with a prototype system is described.
Section 4 describes another experiment which evaluates the
proposed method. Finally, Section 5 summarizes the present
work and also gives future work.

2. Emphasizing Annotations Using 3D Models

In this section, the generation of emphasized annotation
overlay images is described. The proposed method empha-
sizes user-viewed objects using 3D models of real scenes.
First, Section 2.1 briefly describes a wearable annotation
overlay systems to which the proposed method is assumed
to be applied. The following sections then describe the pro-
posed method in detail.

2.1. Wearable Annotation Overlay System

An outline of wearable annotation overlay systems which
employ the proposed method is illustrated in Figure 1. The
system measures the user’s position and orientation by using
sensors in real time. Moreover, the system merges annota-
tions on a real scene image which is captured by a viewpoint
camera based on the user’s position and orientation. Gener-
ated images are presented to the user via a video see-through
AR display device. Note that targets of annotations are real
objects just like buildings.

2.2. Outline of Proposed Method

Figure 2 illustrates the dataflow of the conventional annota-
tion overlay method and the proposed method. The proposed
method includes the following two kinds of annotation em-
phasis techniques with wearable annotation overlay system
mentioned in Section 2.1.

• A) Highlighting user-viewed object and annotation
The user-viewed object and annotation are highlighted to
be effectively presented to the user.

• B) Complementing occlusions of user-viewed object
In order to intuitively represent a link between user-
viewed object and annotation, occlusions of objects are
complemented by using a 3D model with textures.

Two kinds of annotation emphasis images are shown in
Figures 2 (a) and (b). In this paper, these images are referred
to as an “object highlight image” and an “occlusion com-
plement image”, respectively. A main flowchart of the pro-
posed method is illustrated in Figure 3(a). Figures 3(b) and
(c) show sub-flowcharts to generate object highlight images
and occlusion complement images, respectively. These sub-
flowcharts correspond to the “STEP4 Generation and pre-
sentation of annotation emphasis image” in Figure 3(a).

To generate object highlight images and occlusion com-
plement images, 3D models of real scene are necessary. To
recognize the user-viewed object, a 3D model of real scene
which is painted different colors on every object is used.
This model is called a “structure model” below. The struc-
ture model can be made from CAD data of buildings easily.
Moreover, in order to generate occlusion complement im-
ages, another 3D model which has surface textures called
a “texture model” is needed. By using the texture model of
the real scene, it can be realized to complement occluded re-
gions of the user-viewed object so as to present the whole
object to the user. Two kinds of generated images support
the user’s intuitive understanding of links between annota-
tions and their target objects.
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Figure 2: Dataflow of conventional and proposed methods.

STEP2 Projection of structure model

STEP3 Detection of user-viewed object

STEP1 Generation of annotation 
overlay images (conventional method)

STEP5
Presentation of 

annotation 
overlay image

Does the user 
gaze at an object?

Yes No

4-A1 Generation 
of highlight mask

4-A2 Presentation of
object highlight 

image

4-B3 Calculation of occluded regions

4-B4 Presentation of occlusion
complement images

4-B2 Projection of texture model

4-B1 Generation 
of highlight mask

(a) Main flowchart

(b) Sub-flowchart
of highlighting the
user-viewed object

(c) Sub-flowchart of
complementing occlusions
of the user-viewed object

STEP4 Generation and 
presentation of annotation 

emphasis image

Figure 3: Flowchart of the proposed method.
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(d) Highlight mask (e) Texture model projection image (f) Occluded regions

(g) Object highlight image (h) Occlusion complement image

(b) Real scene image(a) Annotations (c) Structure model projection image

Complement
parts using 

textured 
model

Figure 4: Elements of generated images.

In the proposed method, the system presents annotation
emphasis images only when the user gazes at a certain object
as shown in Figure 3(a). When the system detects that the
user does not gaze at any objects, conventional annotation
overlay images are displayed to the user. Each step of the
main flowchart excepting for STEP4 is described in detail in
the following:

[STEP1,5 Generation and presentation of annotation
overlay images]
The system overlays annotations (Figure 4(a)) on real
scene images (Figure 4(b)) based on the user’s position
and orientation and annotation data (annotation images
and positions) to present them to the user [TKY03].

[STEP2 Projection of structure model]
The system generates the structure model projection im-
ages (see Figure 4(c) for an example). The structure model
projection images are generated by projecting the struc-
ture model to a virtual camera which aligns the same po-
sition and orientation as the user’s viewpoint.

[STEP3 Detection of user-viewed object]
The system determines the user-viewed object using the
structure model projection image shown in Figure 4(c). In
the present method, the system recognizes that the user is
gazing at an object when it is in a central area of a gen-
erated user’s view image. To put it concretely, the user-
viewed object is determined based on the color of the cen-
tral area of the structure model projection image.
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2.3. Highlighting User-viewed Object and Annotation

Highlighting user-viewed objects consists of the following
two steps.

[4-A1 Generation of highlight mask]
The system generates a highlight mask which is shown
in Figure 4(d). In the proposed method, a semitransparent
black mask is used as a highlight mask. In this mask, only
image regions on which a user-viewed object is projected
are entirely transparent to present the object with an em-
phasis.

[4-A2 Presentation of object highlight image]
The proposed method realizes to generate an object high-
light image as shown in Figure 4(g) by overlaying the
highlight mask (Figure 4(d)) on the annotation overlay
image.

2.4. Complementing Occlusions of User-viewed Object

This section describes each step for complementing occlu-
sions of the user-viewed object. Three steps (4-B2, 4-B3,
and 4-B4 in Figure 3(a)) of this process are described be-
low. The step 4-B1 is the same operation as the step 4-A1
mentioned in the previous section.

[4-B2 Projection of texture model]
The system generates texture model projection images
shown in Figure 4(e). Textured model projection images
are generated by projecting the texture model to a virtual
camera.

[4-B3 Calculation of occluded regions]
By subtracting a user-viewed object area of the texture
model projection image from a projection image of user-
viewed object model with texture, occlusion area of the
user-viewed object (Figure4(f)) can be obtained.

[4-B4 Presentation of occlusion complement images]
An occlusion complement image (Figure 4(h)) is gener-
ated by overlaying an occluded region image (Figure 4(f))
on the highlight mask (Figure 4(d)) and the annotation
overlay image.

3. Experiment of Emphasizing User-viewed Object with
a Prototype System

We have constructed a prototype system using the proposed
method to carry out an experiment of presenting emphasized
annotations to the user in our campus. Figure 5 shows the
hardware configuration of the prototype system and specifi-
cations of each device used in this experiment. In the pro-
totype system, the user equips an IrDA receiver which can
identify the position IDs from IrDA markers on the ceiling.
IrDA sensors can specify the user’s position within 1 meter
[TKY03]. Figure 6 illustrates the experimental environment.
In this environment, three annotations were overlaid on their
target buildings: “NAIST Office Building” (which will be
called “Office” hereafter), “Millennium Hall” (“Hall”), and

Measuring pitch, roll, and yaw

at 256Hz corrected by built-in 
compass and gravity sensor

INERTIA CUBE
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sensor
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Figure 5: Hardware configuration of prototype system and
specifications of devices.

Millennium
Hall (Hall)

NAIST Office
Building (Office)

Cafeteria

viewpoint Aviewpoint B

Figure 6: Experimental environment.

“Cafeteria”. This experiment had two trials. In the first trial,
object highlight images were presented to the user based on
a structure model of this experimental environment. The sec-
ond trial presented occlusion complement images to the user
based on a texture model of this environment.

Figures 7 and 8 show output images at the viewpoint A
(the sixth floor of the right building in Figure 6) and the
viewpoint B (the third floor of the same building), respec-
tively. In both figures, (a) shows a generated image when
the user does not gaze at any object. Figures 7(b), (c), (e),
8(b), and (c) represent object highlight images. These im-
ages show that the proposed method can highlight almost
correct parts of the user-viewed object so as to support the
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(a) Annotation overlay image
with gazing at no objects

(b) Object highlight image
of “Cafeteria”

(c) Object highlight image
of “Office”

(e) Object highlight image
of “Hall”

(d) Occlusion complement image
of “Office”

(f) Occlusion complement image
of “Hall”

Figure 7: Generated images at the viewpoint A.

(a) Annotation overlay image
with gazing at no object

(b) Object highlight image
of “Cafeteria”

(c) Object highlight image
of “Office”

(d) Occlusion complement 
image of “Cafeteria”

Figure 8: Generated images at the viewpoint B.

user. Occlusion complement images are shown in Figures
7(d), (f), and 8(d). Especially, Figure 8(d) shows that the
proposed method realizes intuitive annotation on a mostly
occluded object. Through this experiment, we have found
that the proposed method can present the correspondence
between real and virtual worlds to the user clearly. Through
this experiment, object highlight images were generated at
20fps and occlusion complement images were generated at
15fps, approximately.

4. Evaluating Experiments
In the same experimental environments, we have also car-
ried out another experiment which evaluates how correctly
the user-viewed object regions are highlighted by the pro-
posed method. By comparing estimated regions by the pro-

posed method with manually selected regions of the simul-
taneous input image, this experiment evaluated the rates of
correctly highlighting the user-viewed object. In this experi-
ment, both of grand truth images and estimated images were
320 width and 240 height sized images. Figure 9 show ex-
amples of an input image, a grand truth image, and an esti-
mated image. We have five times comparisons in 6 cases(3
obj ect s x 2 vi ew poi nt s) , r espect ivel y. Tabl e 1 show s average
values of pixel counts of (a), (b), and product sets of (a) and
(b) in these 6 cases. Table 1 also shows average accuracy
rates in each case. Accuracy rates are given by the following
formula.

[Accuracy rate] =
[Pixel counts o f product set o f (a) and (b)]

[Pixel counts o f (a)]

We can conclude that the proposed method is available
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(a) Grand truth region
(manually selected)

(b) Estimated region
(by the proposed method)

Input image

Figure 9: Image examples used in evaluation experiment.

Table 1: Evaluation results.

94.2

64.7

97.0

90.7

85.6

95.5

Accuracy 
rate [%]

120151440112751Hall (viewpoint B)

1407

40935

18082

7108

39565

Pixel count

of (a) � (b)

16842172Office (viewpoint B)

2230419928Hall (viewpoint A)

4891342227Cafeteria (viewpoint B)

83108297Office (viewpoint A)

4117041432Cafeteria (viewpoint A)

Pixel count

of (b)

Pixel count

of (a)
Case

(a) : the user-viewed object region manually selected
(b) : the user-viewed object region estimated by the proposed method

for user’s intuitive understanding of relevance of annotations
and real objects because Table 1 shows accuracy rates are
over 60% in any cases. Accuracy rates increase as the user-
viewed object regions become large. We found following
two kinds of situations as estimation errors.

(1) Difference between shape of estimated region and that
of grand truth region

(2) Misalignment of these regions on image

These estimation errors occur due to the differences between
the 3D model and the real scene and errors of the user’s posi-
tion and orientation. Differences between the 3D model and
the real scene cause (1). The user’s positioning errors which
were within 1 meter in this experiment lead to (1) mainly,
however they can be slightly factors of (2). (2) is also caused
by errors of the user’s orientation. The inertial sensor which
was used in this experiment has some errors on angle of yaw
in consequence of the distorted terrestrial magnetism while
it can reset accumulative errors [TKY03]. Because of errors
on yaw direction, some gaps between real objects and CG
components in generated images could be found as shown
in Figures 4(g) and (h). The accuracy rates can be improved

by the improvement of measuring user’s position and orien-
tation or using more precise 3D models.

5. Summary and Future Work

This paper has proposed an annotation emphasizing tech-
nique using 3D models of real scenes as a new information
presentation method for wearable annotation overlay sys-
tems. In the proposed method, in order to represent links
between annotations and real objects effectively, the system
generates two kinds of images: object highlight images and
occlusion complement images. The former highlights the
user-viewed object and corresponding annotation. The lat-
ter complements occluded regions of the user-viewed object
using the textured 3D model. This paper has also described
an experiment using a prototype system. In the future,
we will consider to combine conventional view manage-
ment methods [AF03, BFH02], information filtering meth-
ods [JLS+00], or depth representation methods [LSG+03]
to the proposed method.
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