Eurographics Workshop on 3D Object Retrieval (2010)
I. Pratikakis, M. Spagnuolo, T. Theoharis, and R. Veltkamp (Editors)

Person Independent 3D Facial Expression Recognition by a
Selected Ensemble of SIFT Descriptors

Stefano Berretti l, Boulbaba Ben Amorz, Mohamed Daoudi? and Alberto Del Bimbo!

1Dipartimento di Sistemi e Informatica, University of Firenze, Firenze, Italy
2Institut TELECOM, TELECOM Lille 1, LIFL (UMR 8022), France.

Abstract

Facial expression recognition has been addressed mainly working on 2D images or videos. In this paper, the
problem of person-independent facial expression recognition is addressed on 3D shapes. To this end, an original
approach is proposed that relies on selecting the minimal-redundancy maximal-relevance features derived from a
pool of SIFT feature descriptors computed in correspondence with facial landmarks of depth images. Training a
Support Vector Machine for every basic facial expression to be recognized, and combining them to form a multi-
class classifier, an average recognition rate of 77.5% on the BU-3DFE database has been obtained. Comparison
with competitors approaches using a common experimental setting on the BU-3DFE database, shows that our

solution is able to obtain state of the art results.

Categories and Subject Descriptors (according to ACM CCS): 1.3.8 [Computer Graphics]: Applications— 1.3.5
[Computer Graphics]: Computational Geometry and Object Modeling—Curve, surface, solid, and object repre-

sentations

1. Introduction

Applications in several different areas, such as computer
graphics and human-machine interaction, require methods
capable to automatically recognize facial expressions. The
first studies on this subject date back to the late 70s with
the pioneering work of Ekman [Ekm72]. In these studies,
it is evidenced that the basic facial expressions can be cat-
egorized into six classes, representing anger, disgust, fear,
happiness, sadness and surprise, plus the neutral expression.
The Facial Action Coding System was developed by Ekman
and Friesen [EF77] to code the facial expressions through
the movement of face points as described by the action units.
This work inspired many researchers to analyze facial ex-
pressions in 2D by tracking facial features and measuring
the amount of facial movements in images and videos. Al-
most all of the methods developed in 2D use distributions
of facial features as inputs to classification systems, and the
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outcome is one of the facial expression classes. These ap-
proaches mainly differ in the facial features selected and the
classifier used to distinguish among the different facial ex-
pressions.

Recently, thanks to the increasing availability of effective
devices capable to acquire high resolution 3D data, there
has been a progressive shift from 2D to 3D approaches,
in order to perform face recognition and facial expression
recognition. The main motivation for this is that solutions
based on 3D face scans feature less sensitivity to light-
ing conditions and pose variations. Whereas many solutions
have appeared to perform 3D face recognition [KPT*07],
[MBOO08], [SSDKO09], still few works have taken advantage
of the 3D facial geometric information to perform facial ex-
pression recognition. Few years ago, the first solutions try-
ing to automatically perform facial expression recognition
based on 3D face scans have been proposed using very small
databases and a limited set of facial expressions [RKVWO06].
Recently, the availability of new facial expression databases,
like those constructed at the Binghamton University (BU-
3DFE) [YWS*06], and at the Bogazici University (Bospho-
rus database) [SAD*08], has pushed the research on this
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topic. In particular, the BU-3DFE has become the de-facto
standard database for comparing facial expression recog-
nition algorithms. This is due to the fact that, differently
from other 3D face datasets, the BU-3DFE provides a pre-
cise categorization of facial scans according to the six fa-
cial basic expressions plus the neutral one, also providing
different levels of the expression intensities. Most of the
works on 3D facial expression recognition can be catego-
rized as based on: generic facial model or feature classifica-
tion. In the first category, a general face model is trained with
some prior knowledge, such as feature points, shape and tex-
ture variations or local geometry labels. A dense correspon-
dence between faces is usually required to build the generic
model. For example, in [RKVWO06] a correspondence is es-
tablished between faces with expression and their neutral
pair by minimizing an energy function. A Morphable Ex-
pression Model (MEM) is constructed by applying Princi-
pal Component Analysis (PCA) to different expressions, so
that new expressions can be projected into points in a low-
dimensional space constructed by the eigen-expressions ob-
tained by MEM. Expression classification is performed by
comparing Euclidean distance among projected points in the
eigen-expression space, and a recognition rate of over 97%
is reported on a small and private dataset (just 25 subjects
with 4 expressions per subject are included). An approach
inspired by the advances of ant colony (ACO) and particle
swarm intelligence (PSO) is proposed in [MMPSO08]. In this
work, first anatomical correspondence between faces is es-
tablished using a generic 3D deformable model and 83 fa-
cial landmarks of the BU-3DFE. Then, surface points are
used as a basis for classification, according to a set of clas-
sification rules which are discovered by an ACO/PSO based
rule discovery algorithm. The performance of the algorithm
evaluated on the BU-3DFE scored a total recognition rate
of 92.3%. In [MMSO08], face recognition and facial expres-
sion recognition are performed jointly by decoupling iden-
tity and expression components with a bilinear model. An
elastically deformable model algorithm that establishes cor-
respondence among a set of faces is proposed. Construction
of the model relies on manually identified landmarks which
are used to establish points correspondence in the training
stage. Fitting these models to unknown faces enables face
recognition invariant to facial expressions and facial expres-
sion recognition with unknown identity. A quantitative eval-
uation of the technique is conducted on the publicly available
BU-3DFE face database with an overall 90.5% facial expres-
sion recognition. In [GWLT09], the shape of an expressional
3D face is approximated as the sum of a basic facial shape
component, representing the basic face structure and neutral-
style shape, and an expressional shape component that con-
tains shape changes caused by facial expressions. The two
components are separated by first learning a reference face
for each input non-neutral 3D face then, based on the refer-
ence face and the original expressional face, a facial expres-
sion descriptor is constructed which accounts for the depth
changes of rectangular regions around eyes and mouth. Av-

erage recognition rates of 71.63% and 76.22% have been
reported on the BU-3DFE, not using and using a reference
neutral scan for each subject, respectively.

Approaches in the second category, extract features from
the 3D scan and classify them into different expressions.
In [WYWSO06], a geometry feature based facial expres-
sion descriptor is proposed, and the BU-3DFE database is
used for the first time. The face is subdivided into 7 re-
gions using manually annotated landmarks, and primitive
surface features are classified into basic categories including
ridge, ravine, peak, saddle, etc. using surface curvatures and
their principal directions. They reported the highest average
recognition rate of 83.6% using the primitive facial surface
features and a LDA classifier. The facial expressions of hap-
piness and surprise were reported to be the best well identi-
fied with accuracies of 95% and 90.8%, respectively. Com-
parison with the results obtained using the Gabor-wavelet
and the Topographic Context 2D appearance feature based
methods, showed that the 3D solution outperformed the 2D
methods. 3D facial expression recognition on the BU-3DFE
database has been also performed in [SDO7]. Among the
83 facial landmarks labeling the 3D faces of the BU-3DFE,
only six distance measures maximizing the differences of fa-
cial expressions are selected. These six distance values are
used to form a distance vector for the representation of fa-
cial expressions as defined by the MPEG-4 Facial Defini-
tion Parameter Set [PFO5]. The results obtained from a neu-
ral network classifier using the 3D distance vectors reaches
up to 98.3% in the recognition of surprise facial expres-
sion, whereas the average recognition performance is 91.3%.
In [THOS], a set of candidate features composed of normal-
ized Euclidean distances between 83 facial landmarks of
the BU-3DFE are first extracted. Then, a feature selection
method based on maximizing the average relative entropy of
marginalized class-conditional feature distributions is used
to retain just the most informative distances. Using a regular-
ized multi-class AdaBoost classification algorithm, a 95.1%
average recognition rate for the six basic facial expressions
is obtained on a subset of BU-3DFE. The neutral facial ex-
pression is not classified rather, as a preprocessing step, its
features serve as fiducial measures that are subtracted from
the features of the six basic facial expressions of the corre-
sponding subject. The approach proposed in [VKMO09] uses
a modified PCA to classify facial expressions using only the
shape information at a finite set of fiducial points which are
extracted from the 3D neutral and expressive faces of the
BU-3DFE database. The approach uses 2D texture images of
the face to mark interest regions around the eyebrows, eyes,
nose and mouth, and extracts facial contours in those regions
with the help of an active contour algorithm. Then, these
contours are uniformly sampled and the sampled points are
mapped onto the 3D dataset in order to generate a shape and
color descriptor of the interest-regions. An average recogni-
tion rate of 81.67% is reported.

From the analysis above, it emerges that the large part
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Figure 1: BU-3DFE: the six basic facial expressions of a sample face at the highest level of intensity.

of existing works on 3D facial expression recognition rely
on the presence of landmarks accurately identified on the
face surface. Methods based on generic facial model, use
landmarks to establish correspondences between faces in the
construction of a deformable template face. Usually, these
approaches are also computationally demanding due to the
deformation process. Solutions based on feature classifica-
tion, in many cases compute distances between landmarks
and evaluate how these distances change between the expres-
sional and neutral scans. The fact that several landmarks are
not automatically detectable and the precision required for
their positioning demand for manual annotation during en-
rollment of train or test scans. Furthermore, several solutions
require a neutral scans for every subject in order to evaluate
the differences that every expression generates with respect
to the neutral reference model. This limits the applicability
of many approaches.

A few recent works have shown that local descriptors
computed around salient keypoints can be usefully applied
to describe 3D objects. In [MBOOS], a 3D keypoint detec-
tor and descriptor inspired to the Scale Invariant Feature
Transform (SIFT) [Low04], has been designed and used to
perform 3D face recognition through a hybrid 2D+3D ap-
proach that also uses the SIFT detector and descriptor to in-
dex 2D texture face images. In [MZ09], SIFT are used to
detect and represent salient points in multiple 2D range im-
ages derived from 3D face models for the purpose of 3D face
recognition. A similar idea is used in [OF09] to perform 3D
object retrieval by visual similarity, but in this case points
of a sampling grid are used, and SIFT descriptors are com-
puted for them. Finally, SIFT descriptors have been also used
in [ZTLHO09] to perform 2D expression recognition from
non-frontal face images.

Grounding on these studies, in this work we propose to
use local descriptors to perform 3D facial expression recog-
nition. Differently from existing approaches, we exploit the
local characteristics of the face around a limited set of points
to perform 3D recognition of facial expressions. The pro-
posed approach is based on computing SIFT descriptors
around a set of facial landmarks and using them as feature
vector to represent the face. Before to perform classification,
a feature selection approach is used to identify a subset of
features with minimal-redundancy and maximal-relevance
among the large set of features extracted with SIFT. The set
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of selected features is finally used to feed a set of classi-
fiers based on Support Vector Machines (SVM). As emerges
from the experimental evaluation, the proposed approach is
capable to achieve state of the art results on the BU-3DFE,
without using neutral scans, and just relying on few land-
marks. In the current implementation, some landmarks are
given manually and some others are obtained automatically.
In perspective, all of them can be automatically identified.

The rest of the paper is organized as follows: In Sect.2,
the salient characteristics of the BU-3DFE are described in
order to provide some of the choices that guide our solution.
In Sect.3, the main characteristics of the SIFT descriptor are
summarized, and its adaptation to our case is presented. The
feature selection approach used to reduce the set of SIFT fea-
tures, and the SVM based classification of the selected fea-
tures are addressed in Sect.4. Experiments carried out with
the proposed approach, with results and comparative evalu-
ation are reported in Sect.5. Finally, discussion and conclu-
sions are given in Sect.6.

2. The BU-3DFE database

The BU-3DFE database was recently constructed at the
Binghamton University. It was designed to provide 3D fa-
cial scans of a large population of different subjects each
showing a set of prototypical emotional states at various lev-
els of intensities. There are a total of 100 subjects in the
database, divided between female (56 subjects) and male (44
subjects). The subjects are well distributed across different
ethnic groups or racial ancestries, including White, Black,
East-Asian, Middle-East Asian, Hispanic-Latino, and oth-
ers. During the acquisition, each subject was asked to per-
form the neutral facial expression as well as the six basic fa-
cial expressions defined by Ekman, namely anger (AN), dis-
gust (DI), fear (FE), happiness (HA), sadness (SA), and sur-
prise (SU). Each facial expression has four levels of intensi-
ties, namely low, middle, high and highest, except the neu-
tral facial expression that has only one intensity level. Thus,
there are 25 3D facial expression scans for each subject, re-
sulting in 2500 3D facial expression scans in the database.
As an example, Fig.1 shows the six basic facial expressions
of a sample 3D face at the highest level of intensity.

Each of the 3D facial expression scan is also associated
with a raw 3D face mesh, a cropped 3D face mesh, a pair of
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texture images with two-angle of view (about +45 and —45°
away from the face frontal normal), a frontal-view texture
image, a set of 83 landmark points, and a facial pose vector.
These data give a complete 3D description of a face under
a specific facial expression. In this paper, we only use the
cropped 3D face mesh model and the 83 landmark points
marked on it as shown in Fig.2(a). It can be observed that
the landmarks are mainly distributed around the most distin-
guishing traits of the face, that is, eyes, eyebrows, nose and
mouth, as summarized in Fig.2(b). A more detailed descrip-
tion of the BU-3DFE database can be found in [YWS*06].

#points | indices
right eye 8 1-8
left eye 8 9-16
right eyebrow 10 17-26
left eyebrow 10 27 -36
nose 12 37-48
mouth 20 49 - 68
face boundary 15 69 - 83

(a) (b)

Figure 2: BU-3DFE: (a) The 83 facial landmarks evidenced
on a neutral expression 3D face scan; (b) The number of
landmarks and their indices grouped by different parts of
the face.

3. SIFT feature representation of range facial images

In order to capture salient features that characterize different
facial expressions in 3D, we followed the idea to use local
descriptors around landmarks of the face. The SIFT feature
extraction algorithm has been used for this purpose. Accord-
ing to its original formulation, SIFT includes a keypoint de-
tector and a feature extractor. A detailed explanation of the
SIFT keypoint detection and feature extraction is given by
Lowe [Low04]. In the following, we summarize the main
idea of SIFT and its adaptation to our context.

SIFT have been defined for 2D gray-scale images and
cannot be directly applied to 3D face scans. However, the
3D information of scanned faces can be captured through
range images that use the gray-scale of every pixel to rep-
resent the depth of a scan. According to this, SIFT keypoint
detector could be applied to the range images in order to
extract image keypoints. Actually, by definition SIFT key-
points are mainly located at corner points of an image. As
a consequence, SIFT keypoints detected on range images
can be too few or no keypoints can be detected in regions
of the face that are relevant to discriminate between facial
expressions (like the cheek). Due to this, facial landmarks
located in important morphological regions of the face and
identified using semi-automatic solutions (i.e., manually and
automatically detected landmarks are considered) are used
as keypoints instead. For these landmarks, the SIFT feature

extractor is run so as to obtain a SIFT descriptor. Briefly,
a SIFT descriptor for a small image patch, for example of
size 4 X 4, is computed from the gradient vector histograms
of the pixels in the patch. There are 8 possible gradient di-
rections, and therefore the total size of the SIFT descriptor
is 4 X 4 x 8 = 128 elements. This descriptor is normalized
to enhance invariance to changes in illumination (not rele-
vant in the case of range images), and transformed in other
ways to ensure invariance to scale and rotation as well. These
properties make the SIFT descriptor capable to provide com-
pact and powerful local representation of the range image
and, as a consequence, of the face surface.

In the case of BU-3DFE, we performed some steps to de-
rive the facial landmarks and to transform 3D face scans into
range images. The 83 landmarks provided with every 3D
face scan (see Sect.2) have been used as keypoints. However,
many of these landmarks are not automatically detectable,
both in 2D or 3D, and do not include regions of the face
whose local information can be useful for expression recog-
nition (like the cheek). So, we automatically located 85 addi-
tional landmarks on the face to be used as keypoints. These
are selected by uniformly sampling the lines connecting on
the face surface some fiducial points, and have the advan-
tage to be automatically located just starting from the start
and end points of the lines. The lines to which the additional
landmarks belong to are shown in Fig.3(a), whereas their in-
dices are reported in the table of Fig.3(b).

line #points indices
1 12 84 -95
2 16 96- 111
3 16 112 - 127
4 16 128 - 143
5 16 144 - 159
6 9 160 - 168
(b)

Figure 3: (a) The six lines along which the 85 additional
keypoints are located; (b) The number of landmarks and
their indices grouped according to the surface line they be-
long to.

Once the overall set of landmarks has been identified, face
scans of the BU-3DFE database are transformed to range im-
ages considering a frontal view of the scan. Before to extract
the range images, some preprocessing was also applied to
the face scans in the dataset. In particular, a sphere of ra-
dius 130mm centered on the nose tip was used to crop the
3D face (the nose tip has been detected using the approach
in [MBOO7]). Then, spikes in the 3D face were removed us-
ing median filtering in the z-coordinate. Holes were filled
using cubic interpolation, and 3D scans were re-sampled on
an uniform square grid at 0.7mm resolution. Finally, we re-
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mapped the landmarks provided on the 3D scans to the cor-
responding range images. As an example, Fig.4 shows the
range images derived from the 3D face scans of a same sub-
ject under three different facial expressions.

(a) (b (©)

Figure 4: Range images derived from 3D scans of a same
subject, for the expressions (highest level of intensity): (a)
anger; (b) disgust; (c) fear.

Finally, SIFT descriptors have been extracted using the
following setting (the publicly available implementation of
SIFT in [VFOS8] has been used in our experimentation):

- For each range image, the 83 + 85 landmarks have been
used as keypoints where to compute SIFT descriptors. If
the keypoints are occluded by the face, we simply com-
pute the SIFT descriptor in the corresponding positions of
the image;

- SIFT descriptors are computed at scale equal to 3,
whereas the preferred SIFT orientation angle is computed;

- The orientation histograms of 4 x 4 sample regions of
each keypoint are used to calculate the SIFT descriptor.
By computing the 128-dimensional SIFT descriptor at the
83 + 85 sparse keypoints, a 21504-dimensional feature
vector is obtained to represent each range image.

To reduce the dimensionality and improve the significa-
tiveness of the features, only the features with maximal-
relevance and minimal-redundancy have been selected using
the feature selection analysis reported in Sect.4.

4. Feature selection

Feature selection is mainly motivated by the dimensional-
ity curse, which states that in presence of a limited number
of training samples, each one represented as a feature vec-
tor in R", the mean accuracy does not always increase with
vector dimension (n). Rather, the classification accuracy in-
creases until a certain dimension of the feature vector, and
then decreases. In other words, the higher the dimension-
ality of the feature space, the higher the number of training
samples required to achieve the same classification accuracy.
Therefore, the challenge is to identify m out of the n features
which will yield similar, if not better, accuracies as com-
pared to the case in which all the n features are used in a
classification task.

In the proposed analysis, feature selection is performed
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using the minimal-redundancy maximal-relevance (mRMR)
model [PLDO5]. For a given classification task, the aim of
mRMR is to select a subset of features by taking into account
the ability of features to identify the classification label, as
well as the redundancy among the features. These concepts
are defined in terms of the mutual information between fea-
tures.

Given two discrete random variables x and y, taking val-
ues in {s;}Y,, their joint probability P(x,y) and the respec-
tive marginal probabilities P(x) and P(y), the mutual infor-
mation between x and y is defined as the difference between
the Shannon’s entropy of x, and the conditional entropy of x
given y, that is: I(x,y) = H(x) — H(x|y), where the entropy
is used as measure of the uncertainty of a random variable.
In practice, this expression states that if from the uncertainty
of x is subtracted the uncertainty of x once y is known, the
information (in bits) that the variable y provides about x is
obtained. According to this, mutual information provides a
measure of the dependency of variables, and can also be
computed as:

=

P(si.s;
P(shsj)logsli’gj) (1

I(x,y) =, P(si)P(s;)’

L

=

1

The work in [PLDOS5] proposes to jointly maximize the
dependency between a feature variable x; and the classifica-
tion variable / and minimize the dependency between pairs
of feature variables x;, x;. Thus, the task of feature selection
is posed as selecting from the complete set of n features Sy,
a subset S, of m < n features that maximizes:

%Z I(x;,1) — ! Y, I(xix)). )

XiESm (rg) Xi X €S

This expression takes into account the relevance of fea-
tures with the class label while penalizing redundancy
among them. Since the search space of subsets of m ele-
ments in R™ is too big to be explored in practice, Sy, is de-
termined incrementally by means of a forward search algo-
rithm. Having a subset S,,—; of m — 1 features, the feature
Xi € {Sn — S;y—1 } that determines a subset {x;, S, } maxi-
mizing Eq.(2) is added. It can be shown that this nested sub-
set strategy is equivalent to iteratively optimize the following
condition:

1
max (I(xi,l) -—
X €Sy —Sm—1

Y ). 0

X;€Sm—1

Experiments in [PLDO5] show that for subsets of more
than 20 features, the S,; obtained with this method achieves
more accurate classification performances than the subset
obtained by maximizing the 1(Sy,!) value (that is, the mu-
tual information between the whole subset of variables and
the classification label /), while the required computation
cost is significantly lower.
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4.1. SVM classification of relevant SIFT features

In our approach, the mRMR algorithm is applied to the set
of 21504-dimensional feature vectors representing the faces
vy =(fi1,...,/21504). Each vector is constructed by concate-
nating the 128-dimensional SIFT descriptors for the face
landmarks, orderly from 1 to 83+85. A data discretization is
applied to the vectors as preprocessing step. This is obtained
by computing the mean value y; and the standard deviation
oy for every feature fi. Then, discretized values f; are ob-
tained according to the following rule:

. 2 if fy <p—0-Of
Je=19 3 if m—o-0p < fi < e+ 0- o C)
4 if fi> i+ oGy,

being o0 a parameter that regulates the width of the dis-
cretization interval (it is equal to 0.2 in our experiments).

The overall set of discretized feature vectors is used to
feed the mRMR algorithm so as to determine the features
which are more relevant in discriminating between differ-
ent facial expressions of 3D face scans of different sub-
jects. The facial expression recognition problem is a multi-
classification task that, in our approach, is faced as a combi-
nation of separated instances of one-vs-all classification sub-
problems. For each subproblem, face scans showing one ex-
pression are assumed as targets (positive examples), whereas
all the other scans with any different expression are con-
sidered as negative examples. Repeatedly, the target expres-
sion is changed among the six basic expressions provided
by the BU-3DFE, so that the sets of positive and nega-
tive examples change. Due to this, mRMR feature selec-
tion is performed independently for every classification sub-
problem. In general, this results into different features pro-
viding the minimal-redundancy and maximal-relevance for
the purpose of discriminating across different facial expres-
sions. Then, just the most relevant features identified for ev-
ery expression are retained from the original feature vec-
tors in order to train the classifiers. This results into vec-
tors Vi7" = (fp1,-- -, Fone)» Where pi,..., Pyexpr are the
indices of the features components selected in the original
vector, and the subscript the label of a particular expression.

The selected features are then used to perform facial ex-
pression recognition using a maxima rule between six one-
vs-all SVM classifiers, each with a radial basis function ker-
nel of standard deviation equal to one (the publicly avail-
able SVMLight implementation of SVMs has been used:
http://svmlight.joachims.org/).

5. Results

Experiments on the BU-3DFE database have been con-
ducted using similar setup as in [GWLTO09]. In particular,
we performed a series of experiments in each of which 60
randomly selected subjects are used with the two highest-
intensities scans for each of the six basic facial expressions

(i.e., each experiment includes 720 scans). The random se-
lection of the subjects approximately guarantees that, in each
experiment, the person and gender independency are pre-
served, and a good distribution of the subjects across the var-
ious ethnic groups. In each experiment, six one-vs-all SVM
classifiers, one for each expression, are trained and tested

using the feature vectors V;XP " and 10-fold cross validation.

According to this, the 60 subjects are split into ten subsets,
each containing 6 subjects. Of the 10 subsets, one subset is
retained to test the model, and the remaining 9 subsets are
used as training data, that is, the training set contained 54
subjects (648 scans), and the test set contained 6 subjects
(72 scans). The ratio between positive and negative exam-
ples in the train and test subsets is equal to the ratio existing
in the original dataset. Using 10-fold cross validation, train-
ing is repeated 10 times, with each of the 10 subsets used
exactly once as the test data. Finally, the results from the ten
steps are averaged to produce a single estimation of the per-
formance of the classifier for the experiment. In this way, all
observations are used for both training and test, and each ob-
servation is used for test exactly once. However, as pointed
out in [GWLT09], since average recognition accuracies can
vary from experiment to experiment, in order to permit a fair
generalization and obtain stable expression recognition ac-
curacies, we run 100 independent experiments and averaged
the results (1000 train and test sessions in total).

According to the feature selection analysis of Sect.4, just
the most relevant SIFT features identified with mRMR are
used to perform 3D facial expression recognition. Table 1
summarizes, for the six basic expressions, the outcomes of
mRMR by using the pair (/,r), where: [ is the landmark in-
dex according to the numbering reported in Fig.2(b), and
Fig.3(b); and r represents the relevance (given in percent-
age) of the feature selected for the / landmark. The relevance
value is obtained as the mutual information value returned by
the mRMR algorithm, normalized to the mutual information
of the most important feature. Actually, it should be noted
that mRMR can select and use for classification, none, one
or more than one of the 128 features of the SIFT descriptor at
a particular landmark. From the table, it can be observed that
landmarks from which the most relevant SIFT features are
extracted vary across expressions. In addition, the six values
reported in each column show as the relevance decreases, so
that just a few features among the 21504-dimensional SIFT
feature vector are sufficient to perform expression recogni-
tion. In particular, in the recognition experiments we found
optimal results using 12, 12, 16, 8, 14, and 12 features, re-
spectively, for the anger, disgust, fear, happy, sad, and sur-
prise expressions. It is relevant to note that, among all ex-
pressions, SIFT features of 40 landmarks are used for recog-
nition, and these landmarks do not include those provided
by BU-3DFE around eyes, eyebrows and nose (see Fig.5).
Furthermore, just 10 of the BU-3DFE landmarks belong to
this set (they are all located on the mouth). Since the ad-
ditional landmarks that we introduced can be detected au-
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rank Anger Disgust Fear Happiness Sad Surprise
Lr Lr Lr Lr Lr Lr

1 64, 100.0% | 102, 100.0% | 125,100.0% | 153,100.0% | 160, 100.0% | 90, 100.0%
2 68, 88.5% 64, 96.2% 96, 94.4% 153, 99.1% 64,97.3% 99, 96.8%
3 68, 88.0% 101, 94.6% 60, 94.4% 134, 98.9% 160, 96.9% 89, 96.1%
4 166, 87.6% 165, 93.5% 168,91.3% 135, 98.5% 161, 96.8% 62, 95.5%
5 64, 84.3% 153, 90.6% 113,91.1% 116, 95.6% 168, 96.0% 64, 95.3%
6 62, 83.4% 90, 87.6% 165, 90.2% 115,95.2% 61,95.4% 91, 94.8%
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the landmark number according to the numbering of Fig.2(b) and Fig.3(b), and r is the corresponding relevance (in percentage).

Values in each column are ordered by decreasing relevance scores.

tomatically, this opens the way to a completely automatic
expression recognition approach. In addition, these results
seem to indicate that, with our approach, expression recog-
nition can be performed mainly considering the mouth and
cheek regions.

(a) (b)

Figure 5: The landmarks for which at least one feature of
the SIFT descriptor is selected by mRMR for expression clas-
sification: (a) The 10 landmarks selected from the 83 manu-
ally located in the BU-3DFE; (b) The 30 landmarks selected
from the additional 85 automatically located.

An Di Fe Ha Sa Su
An 81.7% 0.9% 3.3% 4.2% 8.1% 1.7%
Di 3.3% 73.6% 2.6% 7.8% 0.0% 12.6%
Fe 2.6% 14.5% | 63.6% 9.2% 0.8% 9.2%
Ha 0.9% 4.5% 6.9% 86.9 % 0.8% 0.0%
Sa 30.1% 0.0% 0.0% 3.4% 64.6% 1.8%
Su 1.8% 1.7% 1.7% 0.0% 0.0% 94.8%

Table 2: BU-3DFE: Average confusion matrix.

Using these mRMR features, the results of 3D facial ex-
pression classification are reported in Tab.2, considering the
average confusion matrix as performance measure. Rows
of the table are the true expressions to classify, whereas
columns represent the results of the classification. It can
be observed that some expressions (like happiness and sur-
prise) are recognized with very high accuracies, whereas

(© The Eurographics Association 2010.

it results more difficult to identify sadness (high confusion
with anger) and fear (which is confused mainly with dis-
gust). The overall recognition rate is equal to 77.54%. Look-
ing to Fig.1, the difficulty to discriminate between sadness
and anger expressions can be motivated by the fact that these
two expressions are very similar and can be discriminated
mainly looking to the eyes region. However, eye regions typ-
ically produce noisy data when acquired with 3D scanners,
and SIFT features are not stable for the corresponding land-
marks. As a consequence, the SIFT features of the eyes are
not selected by mRMR, and just those around the mouth are
not sufficiently discriminating.

Finally, in Tab.3 the results of our approach are compared
against those reported in [GWLT09] on a same experimen-
tal setting. In this setting, the average recognition accura-
cies are computed by performing 100 independent runs, each
including 10-fold cross validation on the two highest in-
tensities scans of 60 randomly selected subjects (720 scans
per independent experiment). For the approaches in [SD07],
[WYWSO06] and [THO8] results are replicated from those
reported in [GWLTO09]. Some differences between the ap-
proaches listed in the table should be noted: Soyel [SDO7]
uses distances between manually identified landmarks (11
in total); Tang [THOS8] uses both distances between man-
ual landmarks (83 in total), and neutral scans to normal-
ize distances; Wang [WYWS06] uses manual landmarks (64
in total) to segment face regions; Gong [GWLT(09] obtains
its best results subtracting neutral scans from depth region
masks of the eyes and mouth. In comparison, our approach
does not use neutral scans, but just relies, after mRMR, on 10
manually detected landmarks selected from those provided
by the BU-3DFE, plus 30 landmarks selected among the ad-
ditional that are located automatically. In particular, it can
be observed that our approach outperforms other solutions,
with larger differences with respect to works that do not use
neutral scans.

6. Conclusions

In this paper, we investigate the problem of person inde-
pendent facial expression recognition from 3D facial scans.
‘We propose an original automatic feature selection approach
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This work Gong Wang Soyel Tang

AVG 77.54% 76.22% | 61.79% | 67.52% | 74.51%

Table 3: BU-3DFE: Comparison of this work with respect
to the works of Gong et al. (Gong) [GWLT09], Wang et al.
(Wang) [WYWS06], Soyel et al. (Soyel) [SDO7], and Tang et
al. (Tang) [THOS]. The average (AVG) expression recogni-
tion rates computed on all the six expressions, and all the
independent experiments are reported.

based on minimizing the redundancy between features, max-
imizing, at the same time, their relevance in terms of mutual
information, and apply it to a complete pool of SIFT descrip-
tors computed on a set of facial landmarks given on 3D face
scans. Using a multi-class SVM classification, and a large set
of experiments an average facial expression recognition rate
of 77.54% is obtained for the six basic facial expressions, on
the publicly available BU-3DFE database.

The experimental evidence resulting from this work, sug-
gests that a limited set of landmarks are sufficient for the
computation of SIFT descriptors with good classification ca-
pability for different facial expressions. According to this,
as future work we will investigate the automatic detection
of a reduced set of landmarks so as to define a completely
automatic approach. Further experiments will be performed
to evaluate the robustness of the approach when applied to
the BU-3DFE facial expression scans with the lower and
medium levels of expression intensities.
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