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Figure 1: Overview of our pipeline. (a) 3D eyelashes are reconstructed using a novel approach from a multi-view ocular region dataset
(Section 3). (b) Our semantic eyelashes model is calibrated based on real data (Section 4) and (c) can be used for various applications such
as eyelash semantic editing or eyelash transfer (Section 5).

Abstract

High-fidelity digital human modeling has become crucial in various applications, including gaming, visual effects and virtual
reality. Despite the significant impact of eyelashes on facial aesthetics, their reconstruction and modeling have been largely
unexplored. In this paper, we introduce the first data-driven generative model of eyelashes based on semantic features. This
model is derived from real data by introducing a new 3D eyelash reconstruction method based on multi-view images. The
reconstructed data is made available which constitutes the first dataset of 3D eyelashes ever published. Through an innovative
extraction process, we determine the features of any set of eyelashes, and present detailed descriptive statistics of human
eyelashes shapes. The proposed eyelashes model, which exclusively relies on semantic parameters, effectively captures the
appearance of a set of eyelashes. Results show that the proposed model enables interactive, intuitive and realistic eyelashes
modeling for non-experts, enriching avatar creation and synthetic data generation pipelines.

CCS Concepts
* Modeling/Geometry — Facial Modeling; Datasets/Evaluation/Perception; Hair Modeling;

1. Introduction [DPS18], scalp hair [NWKS19; ZHX*18; CSW*16; WNS*22] or
facial hair [BBN*12; LJZ*23; LHWD17] independently. From a
perception point of view, the ocular region is one of the most
important facial elements [RWX17; KPKR17; BWH*01] to have
also received an important focus, especially on eyeballs [BBN*14;
BBGB16; BBGB19; WBM*16a; SWW*20] and eyelids [BBK*15;
NCRP16; KADM?22]. But so far, eyelashes have rarely been studied
and modeled despite playing a critical role in the aesthetics and ex-
pressiveness of the human face. Their intricate arrangement around
the eye not only serves functional purposes, such as protecting the

For several decades, digital human creation, animation and render-
ing have received considerable attention from the computer graph-
ics community. Realistic virtual avatars are now a key aspect of our
digital life such as in virtual reality, visual effects, gaming and ad-
vertising. The complexity of the human face has led researchers to
adopt a specialization strategy for the different anatomical compo-
nents of the face in order to tackle the global shape and appear-
ance of the head [BV99; LBB*17; GTZN21], neck [LZX*21], jaw
[YMS*19], tongue [PMTZ22], teeth [WBG*16; VPB*18], ears
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eyes from foreign particles, but also significanlty contributes to the
overall appearance and attractiveness of an individual [Ada21]. As
aresult, the subtle nuances of eyelashes in their distribution, length,
orientation, curvature or even thickness require specialized atten-
tion in the context of digital human face modeling.

The particularity of eyelashes does not only lie in their critical
location. Eyelashes are distinct from scalp and body hair. They
are notably shorter and finer in texture, and can be seen as one-
dimensional fibers. Upper eyelashes curve upward and away from
the eye, while lower eyelashes point downward. Due to their very
specific characteristics and their central role in facial appearance,
modeling digital eyelashes represents a key challenge in computer
graphics for designing a wide variety of eyes.

Despite the impact of eyelash aesthetics, 3D artists do not yet
have access to dedicated eyelashes creation tools. Instead, they
work with generic hair creation modules embedded in 3D software
[Fou23; Aut23; Sof23; Max23b; Max23a]. The typical workflow
is to instantiate a set of guide curves (or ribbons or meshes) to
roughly define the eyelash shapes. First, artists position the anchor
(root) of each guide curve and proceed to give them an adequate ap-
pearance. To do so, current tools propose shape operations such as
cutting, twisting, noising, curling and many others. This 3D mod-
eling workflow offers a lot of freedom, but obtaining the desired
eyelashes is far from being accessible to non-experts.

In video-games and real-time applications, eyelashes are often
rendered using transparent textures mapped onto polygonal strips
that follow the eyelid ridges, thus offering small memory consump-
tion and rendering time cost. In return, they are impossible to edit
unless recreated from scratch. As a remedy, character-creation solu-
tions [Rea22; Com20; Gam?23] and synthetic data-generation meth-
ods [WBM*16b; WBH*21; XZZ*21; WNS*22] usually rely on
banks of handcrafted eyelashes. However, this solution requires a
lot of careful work from artists and severely limits the diversity of
the samples generated.

In this work, we introduce the first semantic data-driven model
of eyelashes together with an original 3D reconstruction methodol-
ogy. It addresses an interesting gap in existing research for eyelash
design, thus proposing novel directions in the digital human cre-
ation. Unlike former approaches, our model harnesses the power of
data not only to capture the intricate complexities of eyelash mor-
phology but also to deliver high realism and flexibility. In the spirit
of existing face models, our data-driven eyelashes model enables
artists and animators to create lifelike digital eyes, thus enhancing
immersion and storytelling in virtual worlds. Moreover, this inno-
vation extends beyond entertainment, finding practical applications
in industries such as cosmetics, virtual try-on, and medical sim-
ulations, where realistic eyelash representation is paramount. Re-
searchers today often resort to manual annotation of photographs
or invasive in vivo procedures to study eyelash properties, which
makes the process time-consuming, labor-intensive, and ethically
challenging. By offering a fully automatic and non-invasive 3D
eyelash reconstruction solution, we open new avenues for under-
standing and collecting eyelash data in medical research.

Our contributions, summarized in Figure 1, are the following:

e A novel approach for high-quality 3D eyelashes reconstruction.

e The first publicly available dataset of 3D eyelashes containing a
total of 57 subjects.

e A semantic data-driven model of eyelashes based on spatial dis-
tributions of eyelash aesthetics.

e Various applications of our model including eyelashes resam-
pling, eyelashes transfer and interactive semantic eyelashes edit-
ing.

The paper is organized as follows: first, Section 2 reviews the
state-of-the-art around the 3D reconstruction and modeling of eye-
lashes. Then, Section 3 introduces the creation of the eyelashes
dataset through our novel 3D eyelashes reconstruction methodol-
ogy. Section 4 presents the novel eyelashes model, including pa-
rameter estimation based on real data. We demonstrate our ap-
proach on a wide variety of results in Section 5. Finally, Section 6
and Section 7 conclude the paper and discuss future work.

2. Related Work

The 3D reconstruction and modeling of eyelashes requires to
characterize, reconstruct and model them. The state-of-the-art of
these topics are presented in the following paragraphs.

Eyelash characterization has been specifically studied for med-
ical and cosmetic design research. Na er al. [NKK*06] compared
the eyelashes of Caucasian and Asian women on several physi-
cal properties such as length, degree of curvature and density ob-
tained via manual image annotation. Spatial information is ob-
tained by discretizing the eyelid into five uniform regions. Simi-
larly, Kikuchi et al. [KMI*15] measured the length, density, cur-
vature and root lift (elevation) angle in Japanese female individ-
uals from frontal and lateral photographs. They set up an ad-hoc
threshold to decide whether an eyelash is curved or straight. Shaiek
et al. [SFF*18] used dedicated software to count the upper eye-
lashes on photographs and extract geometrical features in view of
mascara assessment, but they did not provide any implementation
details. In another setting, Tohmyoh et al. [TIIW 18] studied the in-
ternal physical properties of eyelashes and their correlation with the
observable curvature. The studies listed have brought new insights
into eyelash characterization, but they do not rely on accurately re-
constructed 3D eyelashes, which could make it possible to gather
more qualitative and quantitative data. 3D reconstruction of eye-
lashes may come close to other facial elements such as hair and
facial hair.

Scalp hair 3D reconstruction has been extensively studied in
the past two decades. Existing methods typically rely on dense
vector fields extracted from images combined with photometric
and geometric constraints, often followed by a bottom up hair
growing strategy [PBS04; PCK*08; LLP*12; LLR13; WOQSO05;
NWKS19]. To enhance reconstruction fidelity, researchers lever-
aged various sensor modalities including depth-of-focus devices
[JMMO09], thermal imaging [LWZ12], RGB-D cameras [HML*14]
and Computed Tomography [SSW*23]. Nam et al. [NWKS19] pro-
posed a line-based multi-view stereo algorithm with a new objec-
tive function, but their solution relies on a dense setup of 70 cam-
eras. Based on this, Sun et al. [MSN*21] incorporated a parametric
hair reflectance model and light code system to improve the results
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Figure 2: Overview of our eyelash reconstruction pipeline. It is composed of a 2D eyelash computation step (Section 3.3), a multi-view stereo
segment matching stage (Section 3.4), a 3D eyelash growing phase (Section 3.5) and a thickness and albedo estimation process (Section 3.6).

in an inverse rendering scheme with 24 views. When they reduced
the number of cameras needed, they only used synthetic data to
evaluate their method. Rosu er al. [RSW*22] learnt a generative
strand-based hair model tailored for differentiable neural render-
ing, which offered photo-realistic view dependent results and fine
strand editing. Following this idea, Sklyarova ez al. [SCD*23] used
the Soft Rasterization framework [LLCL19] as a differentiable ras-
terizer, arguing that the gradients computed from multiple hair lay-
ers led to improved results. However, the above approaches require
a heavy setup with controlled lighting or consequent prior model
learning. The need for such complex systems can be explained by
the heavily occluded nature of scalp hair, a characteristic not shared
with facial hair such as eyelashes.

Facial hair 3D reconstruction has been subject to less re-
search than scalp hair modeling, but several approaches have al-
ready laid important foundations in the field. In particular, Beeler
et al. [BBN*12] proposed to perform a coupled reconstruction of
skin and sparse facial hair from a passive setup of 14 cameras and
uniform lighting. They presented a bottom-up approach where 2D
line segments were extracted from orientation fields, using a hair
growing strategy. 3D hairs were then matched from view pairs and
accurately reconstructed with additional filtering steps. Years later,
this method was exploited for facial hair tracking [WZC*22]. In
the same vein, Fyffe [Fyf12] investigated advanced image process-
ing techniques to extract 3D facial hair from six views. The result
however is an unstructured point cloud. These methods can effec-
tively recover facial hair geometry, but the reconstruction quality
is not satisfactory in the ocular region. Moreover, they require the
manual cleaning of numerous false positives. Their main flaw re-
sides in the 2D hair detection step which relies on hand-crafted im-
age processing algorithms that particularly struggle to detect eye-
lashes. Rotger ef al. [RMLA19] formulated a solution for the chal-
lenging case of single-view facial hair reconstruction. While their
method outputs visually correct results, the reconstruction quality
does not match multi-view methods. None of the above-mentioned
work has specifically addressed the reconstruction of eyelashes, by
taking into account their remarkable implantation pattern, for in-
stance. Eyelash-specific features must be well understood for their
reconstruction as well as for their representation in a model.

3D fibers representation and modeling. Various 3D fibers
representations such as node sequences [BBN*12; NWKS19] or
point clouds [Fyf12] have been proposed for modeling 3D fibers.
Physics-oriented models such as piecewise helices [BAC*06;
RMLAT19], discrete elastic rods [BWR*08], or more recently, la-
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tent code representations [WNS*22] have also been proposed.

In the context of facial hair, Herrera et al. [LZWV10] built a
statistical model of facial hair based on registered scan textures.
They extracted ad-hoc features in the image domain that are used
to generate a hair probability density map. Synthesizing facial
hairs then consists in sampling pixel positions with this map from
which filaments are grown using an orientation map. Legendre
et al. [LHWD17] modeled the vellus hair from backlit images of a
subject by computing image statistics and determining the param-
eters of a dedicated hair model that best fit the observations. Very
recently, Li et al. [LIZ*23] attempted 3D eyebrows modeling from
a single image. After the creation by artists of a large dataset of
synthetic eyebrows based on real images, they trained three neural
networks that operate on an input image to respectively predict the
root position, orientation and length of eyebrow hair. All the listed
methods succeeded in extracting information about a specific type
of hair, but they did not enable semantic control. In contrast, and
concerning eyelashes, introductory work by Sacha et al. [SFWV06]
presented the first profile-based statistical model of eyelashes. Each
individual eyelash is represented as a three-point model parameter-
ized by its length, orientation, curvature and thickness. Distribu-
tions of these parameters along the eyelid path or eyelash length
are then materialized using profile curves, thus enabling intuitive
semantic editing. However, their model is not data-driven and does
not guarantee the generation of anatomically realistic eyelashes. It
also omits important parameters such as density and albedo. In ad-
dition, their eyelash model is defined with respect to a global ref-
erence frame which makes head transformation and eye reposing
impractical.

Conclusion. While the literature includes methods that could
be used to collect 3D eyelash data, they can be improved by taking
into account eyelash specificities such as their implantation, length
and monotonous curvature. In the same way, there are no eye-
lashes models that enable intuitive semantic editing while ensuring
anatomically realistic results. In this paper, we aim to tackle these
specific limitations of the current state-of-the-art. For that purpose,
we designed a reconstruction method that is specific to eyelashes,
and employed it to recover the eyelash geometry from an eye re-
gion multi-view dataset. The unique resulting data is leveraged to
calibrate a generative eyelashes model where the aesthetic of each
individual eyelash is described using few semantic parameters such
as length, curvature and uplift angle. Altogether, these methods for
3D reconstruction and modeling are applied to several applications
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such as eyelash resampling, eyelash transfer and interactive seman-
tic eyelash editing.

3. 3D Eyelash Reconstruction
3.1. Overview

To capture all the specificities of the eyelashes and calibrated our
associate model, we built an original 3D eyelashes dataset. To do
so, we developed a state-of-the-art 3D reconstruction method that
is specific to eyelashes, and used it to recover the eyelash ge-
ometry and appearance from an existing eye region multi-view
dataset [KADM?22]. Figure 2 shows an overview of our dataset
construction methodology. First, we use EyelashNet [XZZ*21] to
perform precise eyelash segmentation. EyelashNet is a Convolu-
tional Neural Network tailored for this specific task. Figure 4 shows
an example of an image of an eye and its segmentation. Sub-
sequently, these segmented eyelash regions are input into a spe-
cialized 2D eyelash growth and filtering algorithm. The result-
ing two-dimensional eyelash structures serve as input for a multi-
view stereo segment matching algorithm, which enables the gen-
eration of a three-dimensional point cloud where each point is as-
sociated with the eyelash growth direction. Using this directional
point cloud, the algorithm synthesizes and refines 3D eyelashes,
by employing a filtering process to ensure accuracy and realism
in the reconstructed geometry. Finally, we optimize eyelash thick-
ness and albedo in an inverse rendering process that takes into ac-
count depth-of-field blur. This comprehensive approach offers a ro-
bust solution for achieving high-fidelity 3D eyelash reconstruction
based on multiple images. The next paragraphs detail each step of
our 3D reconstruction approach.

3.2. Eyes Dataset

We leveraged the dataset of posed eyes built by Kerbiriou
et al. [KADM?22], which contains more than 2k eye region scans
among 57 volunteers (41 males and 16 females from 21 to 67 years
old). Each eye region is reconstructed using photogrammetry from
12 views, and registered with a template mesh, as depicted in Fig-
ure 3. For each volunteer, 36 eye poses (9 different gaze angles
combined with 4 different eye apertures) are reconstructed , thus al-
lowing for geometrically accurate rigging by tri-linear interpolation
(horizontal gaze angle, vertical gaze angle and eye aperture). In this
work, only the neutral eye pose is considered, which corresponds
to forward gaze and a normally open eye. The neutral pose in-
deed contains enough information about eyelashes since they move
rigidly with their attachment point due to their small length. Both
images and 3D information are used to reconstruct the eyelashes.
For data security and privacy considerations, the irises of the eyes
sourced from this dataset have been masked in this paper. However,
the computations were performed without masks.

3.3. 2D Eyelash Growing

Once the data segmentation has been performed, we grow 2D
hairs in each image as depicted in Figure 4. In an initial step,
we follow the 2D hair reconstruction method proposed by Beeler
et al. [BBN*12], but we input the EyelashNet segmentation

Figure 3: A data sample from Kerbiriou et al. [KADM22]: (Left)
The twelve views of a volunteer’s left eye and (Right) the recon-
structed and registered surfaces in green and blue, respectively.

[XZZ#21] instead of the hair map. The hair map was obtained
with orientation filtering and a parameter v that manages the hair
detection tolerance. Replacing the hair map with EyelashNet’s seg-
mentation guarantees much higher precision, a lower rate of false
positives, and makes it possible to bypass the need for the parame-
ter v.

The 2D eyelashes, which are represented as sequences of 2D
segments, are iteratively grown by searching for the most coherent
growing direction in the eyelash segmentation map using a cone
shaped filter. Since eyelashes are particularly straight compared to
beard hair, we got better results with a narrower cone than the one
in the original paper, with Y = 36 degrees instead of Yy = 60 de-
grees. In practice, we want to generate as many 2D segments as
possible in the flow of eyelashes in order to generate the dens-
est 3D directional point cloud possible later on. To do so, we used
the previous algorithm twice, once with rejection sampling which
means that a new seed cannot be located too close (10 pixels) to
an existing 2D eyelash, and once without. This makes it possible to
obtain over 1000 2D eyelashes. A part of them happens to be mis-
aligned because of occluded eyelashes which results in abnormally
thick segmentation. We computed the angle difference of each eye-
lash with the orientation map, and discarded those with an average
angle difference that exceeds a certain threshold. The orientation
map is obtained by filtering the segmentation map with Gabor ker-
nels. In our experiments, we identified an optimal threshold value
of 40°. When using lower values, good quality eyelashes are dis-
carded, while higher values tend to retain some visually misaligned
hairs. Figure 4 shows a qualitative result of the filtering step in a
challenging area.

3.4. 3D Eyelash Segments Matching

In the baseline method of Beeler et al. [BBN*12], the whole 2D
hairs are matched in 3D, resulting in a set of piecewise linear chains
of 3D hair segments. In contrast, we directly match the 2D segments
to form 3D segments, and we again use EyelashNet’s segmentation
instead of the hair map in the matching matrix, but the core match-
ing algorithm remains unchanged. For a detailed description, the
reader may refer to the original paper.

Compared to the set of 3D hair pieces in the original method,
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Figure 4: 2D eyelashes computation pipeline. The orientation
based eyelash filtering removes the major part of misdirected hairs.

our directional point cloud is easier to filter in the case of 3D eye-
lashes reconstruction. The directional point cloud is filtered by a
confidence measure for each point. We defined a score of affinity
o, between two directed points P; = {p;j,d;} and P; = {p;j,d;} as a
product of three cosines:

Pj —Pi

i “d pj_
IIp; — pill

N Pi |
Iy — il

oP;, P;) = |dj - dj| - |d; - 1

The affinity score is close to one when the two points share a
similar direction and are well aligned. One advantage of this metric
is that it is scale-agnostic. For each point, confidence score O is
computed as the averaged affinity score of its k£ neighbors:

_ (P, P;
ap)= Y % @
Pj€k-neighs(P;)

The goal of this metric is to identify if the points have enough
neighbors that share a good affinity score, in which case they are
likely to be valid points. In our experiments, we used k = 150.
A smaller value of k produces over-localized confidence while a
greater one can make it possible to compute the confidence level
with points from other eyelashes. The confidence score appears to
be a great indicator of false positives. Removing all the points with
a confidence score lower than 0.2 greatly improves the sharpness of
the point cloud without losing too much point density (Figure 5).

3.5. 3D Eyelash Growing

Similar to 2D eyelash growing, 3D eyelashes are grown using a
bottom-up approach where the base material is the directional point
cloud obtained via multi-view stereo. The reconstructed eyelashes
are in the form of a list of directed points {Py,...P;,...Py}. We se-
lect the directed point with the greatest confidence score and start
searching for the next point in the two directions given by its ori-
entation. Points outside a closed cone of length / = 0.7mm with
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Figure 5: Visualization of the directional point cloud obtained via
multi-view stereo (confidence score in false colors). Left: all di-
rected points, right: only points with a confidence level greater than
0.2.

an aperture of 13.5°riented in one of the given directions are dis-
carded. The cone is narrower than in the original method (40 °)
[BBN*12] since eyelashes are particularly straight compared to
other facial hair. The next point is computed by blending the candi-
date points C into a weighted average. The weights are their affinity
score relative to the current point:

P ZPJEC(X(Pth)pj ZPIEC(X’(PHPj)dJ (3)
it1= ~ b py it T T o py
! ZPjEC(x(Pl'an) ' ZPjEC(x(f)ian)

The start point is removed from the directional point cloud, and
so are the candidate points. This process is repeated for both ends
while there are at least 3 points in the current candidate point set.
Next, the new point with the highest averaged o is selected as a
seed. We use rejection sampling and discard any seed that is closer
than 0.2 mm to any other eyelash. The 3D hair growing algorithm
eventually stops when the directional point cloud is empty.

The resulting reconstruction is usually exhaustive but many eye-
lashes are invalid: some are too short, some are rooted too far from
the skin and some are duplicates (Figure 6). To solve this issue,
we perform a filtering process in several steps. First we remove
the eyelashes measuring less than 2mm and those which are more
than 8 mm away from the eyelid edges. Next, we continue to grow
each eyelash using the segmentation maps instead of the directional
point cloud. Specifically, for each 3D eyelash end, we generate an
array of candidate points in front of the last point, following the
direction of the last segment. We connect each candidate point to
the end point, project the resulting segment onto each of the 12
views, and calculate the average pixel value it covers on the seg-
mentation maps. If the highest average value is greater than 0.4, we
grow the eyelash with the corresponding candidate point. Finally,
when two hairs are closer than 0.1 mm on average, the shortest one
is removed. These values, empirically chosen, lead to good results
for most data samples. Figure 6 shows a qualitative result of this
filtering process.

3.6. Eyelash Thickness and Albedo Estimation

To obtain more precise reconstruction, we further investigated the
estimation of the thickness and albedo (diffuse color) of the eye-
lashes. We observed that the depth-of-field blur in the images
makes the eyelashes appear slightly thicker than they really are.
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Figure 6: Raw 3D eyelashes (a) right after the 3D hair-growing
algorithm and after the filtering steps (b). Notice how the filtering
step does not remove the longest and most important eyelashes.
Eyelashes are pictured as both 3D renders (left) and projection on
images (right). Colors are individually consistent in each row.

Consequently, the segmentation maps generated by EyelashNet
cannot serve as a reliable basis for estimating eyelash thickness.
As shown in Figure 7, we start directly from the multiview images
(c, ) and perform differentiable rendering (d) to optimize eyelash
thickness and albedo (b). We use the reconstructed eyelashes (a)
that we oversample to get a dense sequence of 3D points. Then, we
associate a default radius of 0.02 mm to each of these points and
a default albedo in RGB format (0.1, 0.1, 0.1). To render differen-
tiably the predicted images, we use Pulsar [LZ21] as it is fast and
well-suited for our one-dimensional geometry, the eyelashes being
rendered as a sequence of spheres. The predicted images (d) are
composited with the images with inpainted out eyelashes (c) and
compared to the original ones (f) with L1 distance. Both the radius
and albedo associated to each point are optimized in less than 50
iterations as depicted in Figure 14.

As for the implementation details, we initially optimize a Gaus-
sian blur factor 6 on each view since the eyelashes tend to be blurry
due to camera depth of field. Secondly, the radius and albedo are
not optimized directly for each sphere, but only for n = 6 control
points per eyelash, and the intermediate radii and albedos are lin-
early interpolated which yields smoother results. Thirdly, since hair
structures have strong specular components, we optimized a differ-
ent albedo for each view and the final albedo is found to be the
darker one. This makes it possible to successfully ignore the spec-
ular component that we did not estimate in this work.

4. Eyelash Modeling

Human eyelashes exhibit a growth cycle spanning from 1 to 3
months, with a lifespan of up to 9 months [TBC*09]. Remark-
ably, this means that our eyelashes undergo complete renewal on
an annual or more frequent basis, while maintaining a consistent
overall appearance. Building upon this intriguing phenomenon, we
propose that the precise geometry of individual eyelashes holds rel-
atively little significance in the context of human perception com-

Input data Optimized
IS ) Thickness .“
4% Albedo  [HWH
By T “f\‘f’\ Sigma

a) 3D paths b) Parameters

e) Composite

f) Groundtruth

Figure 7: Schema of the thickness and albedo estimation based on
differentiable rendering with Pulsar [LZ21].

pared to their collective shape, represented by the statistical dis-
tribution of attributes along the eyelids. Our model relies on spa-
tially dependent Gaussian distributions of the physical parameters
that describe each individual eyelash. These distributions are gov-
erned by meta-parameters (mean and a notion of dispersion) that
vary along the eyelids or along the eyelashes. To simplify their rep-
resentation, we use equally spaced control points and interpolate
between them.

Our eyelashes model relies on spatially-dependent distributions
of the physical parameters of each individual eyelash. In contrast
to Sacha er al. [SFWV06], we leverage real data to constrain our
model to remain in the domain of plausible, anatomically realis-
tic eyelashes. We also introduce the density and albedo parameters
that greatly impact appearance. Another difference resides in the
eyelash curvature representation. The authors used a three-point
model interpolated with a cubic spline, while we employ a circular
arc, thus making the curvature and length parameters independent.

4.1. Eyelash Model

Each synthetic eyelash is represented as a 3D circular arc, parame-
terized by its length, curvature, thickness, albedo, root position and
root orientation (see Table 1). The root position is itself parame-
terized with UV coordinates spanning a predefined triangular mesh
that also contains base orientation information at each vertex, rep-
resented by frames [by, by, b;].

As depicted in the top left corner of Figure 8, u spans the con-
tours of the eye, passing by the outer corner while v manages the
distance that separates the root from the eyeball surface. Each eye-
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Figure 8: Eyelash model presentation. For each parameter; the results of a value decrease and increase from a default value (in grey) are

displayed.

lash root orientation is expressed in the base orientation frames as
a small rotation independent from the global pose. The base orien-
tation is computed as follows : b; is the direction from the eyeball
center to the surface point, by is the direction associated with a
small u decrease and by is the direction associated with a small v
increase. Orthogonality is enforced with priority order b;, by, by.
Because we use the eyeball center and the surface point to compute
b, this formulation adapts to any eye region morphology and pose.
This makes it possible to easily transfer a set of eyelashes from
one morphology to another and to move the eyelashes accordingly
when the eye region is animated. Figure 8 illustrates the effect of
each parameter on a single eyelash and Table 1 summarizes the
eyelash model parameters.

© 2024 The Authors.
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4.2. Eyelashes Model

A set of eyelashes is represented by the statistical distributions of
the parameters of each individual eyelash along the contours of the
eye i.e. along u, assuming that all the distributions are Gaussian. For
clarity, u is split into two parts u,, u; for upper and lower eyelids.
We define the eyelash density as the density function along u, or
u; scaled by the number of eyelashes on the corresponding eyelid,
which makes it possible to combine the spatial distribution and the
number of eyelashes in one profile curve.

Just like eyelash density, the other parameters of our synthetic
eyelash set model are defined as profile curves, but with an addi-
tional measure of statistical dispersion. This means that curvature,
length, v (i.e. distance to eyeball), root angles, thickness and albedo
are defined by two profile curves representing their mean and stan-
dard deviation, respectively. Taking the dispersion into account en-
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ables to control the fuzziness of the generated eyelashes which has
great impact on the final appearance. There are specific cases for
thickness and albedo parameters which are expressed with respect
to the eyelash length instead of the eyelid path, but the methodol-
ogy remains similar.

To express the profile curves in the discrete domain, we used a
set of p control points in regular horizontal steps where the val-
ues in between are linearly interpolated. One of the parameters
requires one profile curve, and ten parameters that require two
profile curves. The total number of scalar parameters is therefore
1-p+10-2p = 21p, 42p for both eyelids. In all our experiments,
we used p = 6.

To synthesize a set of eyelashes from this model, we decompose
the eyelash density back into a density function and a number of
eyelashes. The u parameter of each eyelash is then randomly sam-
pled according to the density function. By leveraging the statisti-
cal mean and dispersion of the other parameters and the u coordi-
nate, we randomly sample them assuming a Gaussian distribution.
The angle parameters (yaw, pitch, roll angles) follow a von Mises
distribution, which is an approximation of the normal distribution
wrapped on the unit circle. Their dispersion is represented as kK %,
where K is the von Mises concentration parameter. Table 2 summa-
rizes the eyelashes model parameters.

4.3. Parameter Estimation

By leveraging the 3D eyelashes of the 57 participants, we estimated
the real world distribution of the eyelashes model parameters. We
started on a microscopic scale by individually fitting the eyelash
model to each reconstructed eyelash, then we computed the macro-
scopic parameters that describe all eyelashes at once.

Eyelash Parameter Estimation. First, the length, curvature,
root angles and root position (see Table 1) are estimated for each re-
constructed eyelash using a gradient descent optimization scheme
(Figure 9). As an initialization step, we look for the UV parame-
terization of the nearest point on the skin to the reconstructed root,
then we instantiate an individual eyelash model at this location that
we optimize to fit the geometry of the reconstructed eyelash. The
initialization step is mandatory to achieve convergence as shown in
Figure 9. We use an optimization-based fitting in order to constrain
the parameters to remain between plausible bounds. For instance,
the root should rest on the predefined skin area. As an objective
function, we use the Chamfer distance between the points of the
eyelash model instance and those of the reconstructed eyelash. The
Chamfer distance has the advantage of being robust regarding the
gap between the root of the reconstructed eyelashes and the skin.
The convergence of this geometric fitting is typically achieved in
five iterations but we went up to 50 iterations in our experiments.
We emphasize that the goal of this step is to estimate the parame-
ters of our eyelash model using real data, rather than aiming for a
perfect fit. The collected data is leveraged to provide a descriptive
statistical analysis of the human eyelash shape, more information
can be found in Appendix A.

Eyelash Set Parameter Estimation. Our eyelashes model relies
on the spatial distribution of the eyelash model parameters (see Ta-
ble 2). All the individual eyelash related parameters are represented

Random initialization Optimized (50 iterations)

Proposed initialization

Optimized (50 iterations)

Figure 9: [llustration of our eyelash parameter estimation using
geometric fitting with random (a) and proposed (b) initialization.
Reconstructed eyelashes appear in green and eyelash models are
in blue.

as functions of the horizontal root position (i.e. the u parameter)
with profile curves. There is an additional eyelash density param-
eter which informs about the distribution of the eyelash roots. To
estimate eyelash density, we perform a Kernel Density Estimation
(KDE) with a Gaussian kernel and bandwidth equal to 7.5% of the
eyelid length. The p control points representing the associated pro-
file curve are directly fitted to the KDE estimate.

The control points associated to the 10 other parameters are com-
puted in a similar manner. Since the other parameters represent
distributions, the profile curve of the distance to the mean is also
computed. It must be noted that the angle parameters, i.e. the root
angles, are represented as wrapped normal distributions approxi-
mated by von Mises distributions. To stay consistent with the other

_1 . . .
parameters, we use K~ 2 as a measure of the statistical dispersion.

Eyelash Set Parameters Calibration. The described parameter
estimation is performed for each set of reconstructed eyelashes with
the dedicated 3D reconstruction method detailed in Section 3. The
resulting condensed eyelash information is leveraged to constrain
the range of each parameter of our eyelashes model. In practice, the
parameters are limited to a range of twice the standard deviation
around the mean of all the estimated eyelashes parameters. This
helps remain within the domain of realistic eyelashes while offering
important modeling freedom.

5. Results

To validate our approach and highlight its potential applications,
this section presents comparisons with two other reconstruction
methods and shows different new use cases made possible thanks
to our approach. We also provide insights on our pipeline imple-
mentation and running time.

© 2024 The Authors.
Computer Graphics Forum published by Eurographics and John Wiley & Sons Ltd.
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Name Description Estimation method

Root position | Root parametrized location on predefined skin area (Figure 8) Geometric fitting (Section 4.3)
Length Eyelash root to tip distance Geometric fitting (Section 4.3)
Curvature Angle per unit distance along the eyelash Geometric fitting (Section 4.3)
Root angles Euler angles at the start of the eyelash from the base frame (Figure 8) | Geometric fitting (Section 4.3)

Thickness Eyelash diameter Differentiable rendering fitting (Section 3.6)
Albedo Diffuse eyelash color Differentiable rendering fitting (Section 3.6)
Table 1: Summary of our Eyelash Model parameters

Name Description Distribution | Representation Estimation method
Density Encodes the eyelashes repartition | - Linear interpolation between uni- | Kernel Density Es-
as the product of the number of formly spaced control points timation then curve
eyelashes by the density function fitting
of their u parameter
Length, Spatially distributed version of | Gaussian Linear interpolation between uni- | Curve fitting
curvature, Eyelash Model’s length, curvature, formly spaced control points for
thickness and | thickness and albedo both mean p and standard deviation
albedo o
Root angles Spatially distributed version of | Von Mises | Linear interpolation between uni- | Curve fitting
Eyelash Model’s root angles formly spaced control points for
both u and standard deviation K_%

Table 2: Summary of our Eyelashes Model parameters

5.1. Implementation and Performance

We implemented each block of our pipeline exclusively in Python.
The libraries Numpy [HMvdW#*20], Scipy [VGO*20], Numba
[LPS15], Pytorch [PGM*19], Pytorch3D [RRN*20], OpenCV
[Bra00], Matplotlib [Hun07], and Pyvista [SK19] were used for
acceleration purposes, optimization procedures and visualization.

Our 3D eyelash reconstruction method takes ~13min to run
from end to end. Specifically, ~10min for the 2D eyelash grow-
ing, ~1 min for the 3D segment matching, ~1 min for the 3D eye-
lash growing, and ~1 min for the thickness and albedo optimization
which was performed using Adam optimizer [KB17] with a learn-
ing rate of 1072,

The shape parameters extraction method converges in less than
50 iterations (5 iterations already provide satisfactory results) that
usually take ~4s in total. The optimizer used is RMSprop with a
learning rate of 2.5 - 1072, The eyelashes model parameters extrac-
tion procedure takes ~5s. Sampling new eyelashes takes ~25ms
and the generation of the 3D geometry takes ~15ms. Rendering a
set of eyelashes takes ~150ms. In our interactive application, the
total update duration is ~500 ms.

All the experiments were conducted on a machine with an In-
tel(R) Xeon(R) Gold 3.40 GHz CPU, and a single NVIDIA RTX
2080 Ti GPU.

5.2. Eyelash Reconstruction

We show qualitative comparisons of our eyelash reconstruction
method of Beeler ef al. [BBN*12] and Nam et al. [NWKS19]. To
carry out a fair comparison, we manually removed non-eyelashes

© 2024 The Authors.
Computer Graphics Forum published by Eurographics and John Wiley & Sons Ltd.

hairs in the results of concurrent methods and excluded the thick-
ness and albedo estimation from ours. Figure 10 shows the qual-
itative comparison with the approach of Beeler et al. on their 14
cameras multiview dataset. Our method successfully reconstructs a
greater number of eyelashes and highly minimizes the scattering of
reconstructed eyelashes into fragmented pieces, resulting in a more
coherent and plausible appearance. Figure 11 shows the qualitative
comparison with the approach of Nam e al. on the 12 cameras mul-
tiview dataset [KADM22]. The results of our method better follow
the shapes of the eyelashes when Nam’s et al. produce many false
positives, some fragmented eyelashes and more noise in the global
look of the eyelashes. In summary, our proposed method is the best
in the context of eyelash modeling (Section 4) and statistical anal-
ysis (Appendix A).

To provide more insights into the robustness of our algorithm,
we present results for challenging cases (Figure 12) and with fewer
cameras (Figure 13). Challenging cases include very short eye-
lashes (a), light-colored eyelashes (b), low-contrast due to dark
skin (c) and recessed eyelashes (d). Short eyelashes (a) are well
reconstructed, as most of them have a good coverage by the pro-
jected overlay. The low-contrast case (c) results in a reasonable re-
construction with some missing eyelashes. Indeed, for three of the
challenging cases (b, ¢ and d) EyelashNet [ XZZ*21] generates par-
tially incomplete segmentation maps. especially for light-colored
(b) and recessed (d) eyelashes. This leads to incomplete reconstruc-
tion. Figure 13 illustrates the impact of reducing the number of
views on the reconstruction quality. It can be noted that two cam-
eras are enough to output incomplete but accurate coverage. With
four cameras, more eyelashes are reconstructed and with twelve
cameras, our default setup, the reconstruction is almost exhaustive.
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Beeler et al. [BBN*12] Our method Reference

=

Figure 10: Comparison of our reconstruction method and the
method of Beeler et al. [BBN*12]. Our method produces denser
and more high-fidelity results.

Nam et al. [NWKS19] Our method Reference

Figure 11: Comparison of our reconstruction method and the
method of Nam et al. [NWKS19]. Eyelashes are color coded to
bring out the differences. Our method produces less false positives
and better follow the eyelashes shapes.

Figure 14 shows qualitative results of thickness and albedo es-
timation (Section 3.6) on three individuals (a, b and c¢). After ini-
tialization, the eyelashes appear too bold and dark (left). After 50
iterations (center), they look almost identical to the ones in the ref-
erence image (right), indicating an accurate fit.

G. Kerbiriou, Q. Avril & M. Marchal / 3D Reconstruction and Semantic Modeling of Eyelashes

Reference

Overlay

Figure 12: Challenging reconstruction results with (a) very short
eyelashes, (b) light-colored eyelashes, (c) low-contrast due to a
dark skin, (d) recessed eyelashes occluded in most view angles.

Figure 13: Eyelash reconstruction results with two, four and
twelve cameras.

5.3. Model Validation

An interesting property of our eyelashes model is its independence
from eye morphology. It allows easy eyelash swapping as demon-
strated in Figure 15. The eyelashes of each subject are transferred
to the morphology of each other subject. The reference images are
shown in the diagonals. The appearance of each target eye is signif-
icantly modified depending on the source eyelashes being applied.
It can be noted that the same eyelashes pattern is easily recogniz-
able while being transferred onto a new target eye.

As our eyelashes model is parameterized by spatially varying
statistical distributions, it describes an infinite number of eyelash
arrangements for each set of parameters. However, samples from
the same parameters should produce a very similar overall appear-
ance. Figure 16 shows an example of eyelash resampling in two

© 2024 The Authors.
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Figure 14: Results of thickness and albedo optimization on three
subjects (a, b, c). The first column shows the image with withdrawn
(inpainted) eyelashes and the initialized synthetic eyelashes (ini-
tialization). The middle and right-hand columns correspond to the
optimized result and target ground truth, respectively.

subjects. The rendered resampled eyelashes follow the distribu-
tions of the eyelashes in the reference image which give them an
arguably similar appearance. By swapping the parameters between
the two subjects, we see that this property holds independently from
the eye morphology, thus highlighting the stability of our model.

5.4. Semantic Editing

To validate the semantic editing capability of our model, we devel-
oped an intuitive and interactive application with a dedicated user
interface illustrated in Figure 17. This application allows for a non-
expert user to tune the semantic parameters of our model (a) and
observe the effect at interactive rates (~500 ms) in both a Pulsar
[LZ21] rendering window (b) and a 3D viewer (c). To guarantee
that the visualization windows may be smoothly updated, we sam-
pled standard normal distributions and standard von Mises distribu-
tions once, and mapped the samples dynamically onto the desired
distributions.

Figure 18 shows four different semantic manipulations on two
subjects from different viewpoints. First, a user drags the control
points of the density profiles (a) to make the upper eyelid sparser
and the lower eyelid denser. Then, the mean length of the eyelashes
is modified (b), lower eyelashes are shortened while upper eye-
lashes are increasingly extended as they approach the outer corner
of the eye. On another subject, the user decides to increase the cur-
vature as well as the fuzziness with respect to the curvature (c) in
the outer eye corner. Lastly, the roll angle (also called curl angle
[SFWVO06]) is modified (d) such that the eyelashes are directed the
other way. These diverse manipulations produce the expected re-
sults on generated eyelashes, while keeping a realistic aspect thanks
to the value ranges extracted from real data.

6. Discussion
When we propose an original eyelash modeling approach that en-

ables new applications, our system comes with some limitations

© 2024 The Authors.
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that should be addressed in future work. For both the reconstruc-
tion and the model, a registered mesh of the subject’s eye is re-
quired. The authors of the original dataset [KADM?22] relied on
manual scan annotations to obtain them. However, we argue that
state-of-the-art 2D/3D head alignment methods [LBB*17; BLB23;
XQH*22] can alleviate this issue to enable full automation from
input photographs.

The dedicated 3D eyelash reconstruction method allows the es-
timation of hair thickness and albedo. However, albedo makes lit-
tle sense in the context of photo-realistic hair rendering due to the
unique nature of hair that exhibits strong and unique specular com-
ponents. In the original multi-view eye regions dataset, the light po-
sitions are unknown which limits the use of more appropriate light
scattering models [MJC*03; CBTB15]. We limit this issue by esti-
mating an albedo per view and setting the final albedo as the darkest
across all views per point, but this leaves room for improvement.

In another setting, eyelash inpainting sometimes leaves un-
wanted artifacts. In columns (c) of Figure 15, it can be noted that
the inpainted images contain floating residues of original eyelashes.
Fine-tuning EyelashNet [XZZ*21] with the reconstructed data and
additional synthetic data generated with the proposed model would
probably lead to better segmentation predictions.

While impacting the appearance of an eye, eyelash clumping is
not considered in our semantic model. The issue is visible in Fig-
ure 16 where the resampled eyelashes of subject (2) tend to clump
together due to the replicated orientation distribution, but visibly
not as much as in the reference image. This phenomenon can have
various causes including natural oils, humidity, health conditions
and other unknown factors. Incorporating clumping in our model
offers an interesting research direction. It is currently handled as a
post-processing step in our methodology.

7. Conclusion

We propose the first data-driven generative model of eyelashes
based on semantic features. It has been obtained from real data us-
ing a novel 3D eyelash multi-view reconstruction method which
outperforms existing ones for this specific task. Reconstructed data
constitutes the first eyelashes dataset and will be made accessible
for the research community. We also presented an original extrac-
tion process to estimate the semantic features of eyelashes from
reconstructed ones. Extracted parameters were leveraged to cali-
brate our eyelashes model and to build a detailed descriptive statis-
tics analysis of human eyelash shapes (Appendix A). Our eye-
lashes model successfully represents the overall appearance of a
person’s eyelashes while offering semantic control and guarantee-
ing the generation of plausible samples. Through different use cases
such as eyelash transfer or semantic editing, we showed the power
and strength of this new model. Our results demonstrated that the
proposed model allows interactive, intuitive and realistic eyelash
modeling for non-experts, thus enriching avatar creation and syn-
thetic data generation pipelines.
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Figure 15: Eyelash swapping with our model. The eyelashes of the subject of the i-th row are transferred to the subject of the j-th column.
In the diagonal, the reference image is shown. The eyelashes without a background are also displayed in the rightmost column. The left part
of the figure shows a frontal view and the right part shows a view from below.

a) Reference b) Samples with original parameters

c) Samples with swapped parameters

Figure 16: Two reference eyes (a) are used to demonstrate how eyelash resampling preserves appearance. The original parameters are
resampled three times to generate new eyelash arrangements which closely share the same overall appearance. Parameters are then swapped
and eyelashes are sampled again three times (c) to show that this property remains on other target morphologies.
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a) Interactive interface b) Rending window c) 3D viewer window
Figure 17: The demonstrated 3D eyelash modeling interface. (a) A Matplotlib [Hun07] window displays the eyelashes model parameters
as profile curves guided by control points for both mean and dispersion editing. The blue and red colors correspond to the upper eyelid and

lower eyelid, respectively. Results are simultaneously displayed on two other windows (b) a Pulsar [LZ21] rendering window and (c) a 3D

viewer powered by Pyvista [SK19].

Curvature

Figure 18: [llustration of semantic eyelash editing. Four editing stages (a, b, ¢, d) are performed on two subjects displayed from different
viewpoints. The blue and red colors correspond to the upper eyelid and lower eyelid parameters, respectively.
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Appendix A: Descriptive Human Eyelash Shape Analysis

We leveraged the 3D eyelash data collected using our novel 3D re-
construction approach (Section 3) to provide a descriptive analysis
of human eyelash properties. Results are shown in Figure 19 where
we plotted the eyelash data distributions on the respective eyelids.
For each plot, the blue and red colors indicate the upper eyelid
and lower eyelid, respectively. The relative root position (horizontal
axis) represents the geodesic distance to the inner eye corner along
the implantation area.

Plots a and d illustrate the probability density function that has
been estimated using KDE and its product with the number of ob-
served eyelashes, respectively. To enhance readability, data from
the lower eyelid has been reflected w.r.t. the horizontal axis. The
mean of each curve is overlaid at full opacity to highlight the gen-
eral trend. These plots indicate that the upper eyelashes are more
uniformly distributed than the lower ones which are concentrated
towards the middle (a). Similar to existing research [KMI*15], we
found that significantly more eyelashes grow on the upper eyelid
than on the lower eyelid (d).

All the other plots show the global distributions of eyelash model
parameters along the eyelids. Again blue and red colors are respec-
tively associated to upper and lower eyelids. Each point represents
an eyelash, and is color-coded to indicate the person to whom it
belongs. The mean curve at full opacity is obtained with spline fit-
ting trough the scattered points. The dispersion range at low opac-
ity shows the mean standard deviation and is computed by fitting
a spline to the squared centered data and taking its square root.
We observe that upper eyelashes are slightly longer that lower eye-
lashes independently of the horizontal location (b, ) which coin-
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cides with available literature [KMI*15; AB18]. Another interest-
ing observation is that the length of the eyelashes seems to correlate
with their density (d). More precisely, the longest eyelashes on av-
erage are located on the outer side of the upper eyelid (b) and in the
middle of the lower eyelid (e). The lower eyelashes are more curved
than the upper eyelashes, reaching up to a factor of two in the outer
regions of the eyelids (c, f). The color-coding highlights extreme
eyelash shapes distant from the mean. In fact, the blue dots observ-
able at the top of plots b and e belong to the subject that appears in
Figures 1, 2, 3,4 and 15.

Global eyelash orientation data is also described in this ap-
pendix. The roll (g, j), pitch (h, k) and yaw (i, 1) angles (also called
curl, lift and siding angles) are plotted in the same manner as length
and curvature. The roll angle shows important variance on the up-
per eyelid (g) but does not vary much spatially, neither does it on
the lower eyelids (j). The pitch (h) and yaw (i) angles of upper
eyelashes vary a little more spatially. On the outer eyelid, they fall
more downwards (low pitch) and are oriented towards the outer cor-
ner (great yaw). On the lower eyelids, no particular pattern stands
out for pitch and yaw angles.

In summary, we leverage our high-quality eyelash data (Sec-
tion 3) and shape parameter estimation method (Section 4.3) to
provide new insights on human eyelash shapes. For the first time,
global statistics of human eyelash distributions and shape parame-
ters are examined continuously along the eyelids, rather than using
discrete intervals [SFF*18; NKK*06].

© 2024 The Authors.
Computer Graphics Forum published by Eurographics and John Wiley & Sons Ltd.



G. Kerbiriou, Q. Avril & M. Marchal / 3D Reconstruction and Semantic Modeling of Eyelashes

PDF for eyelash sampling

PDF for eyelash sampling

relative root position

(a) Eyelash probability density func-
tions.

Eyelash density

500

Eyelash density

relative root position

(d) Eyelash densities.
roll_u
1.0 H
0.5
3
3 00
=05
-1.0
0.0 0.2 0.4 0.6 0.8 1.0

relative root position

(g) Global eyelash roll angle distribu-
tion on the upper eyelid.

roll_|

0.0 02 04 06 08 10
relative root position

(j) Global eyelash roll angle distribu-
tion on the lower eyelid.

length_u

14

0.0 0.2 0.4 0.6 0.8 1.0
relative root position

(b) Global eyelash length distribution
on the upper eyelid.

length_I

length |

0.0 02 04 06 08 1.0
relative root position

(e) Global eyelash length distribution
on the lower eyelid.

pitch_u

0.0 0.2 0.4 0.6 0.8 1.0
relative root position

(h) Global eyelash pitch angle distribu-
tion on the upper eyelid.

pitch_|

-0.75

-1.00

-1.25

0.0 02 0. 6
relative root position

(k) Global eyelash pitch angle distribu-
tion on the lower eyelid.

curvature_u

curvature_u
I
3
8

0.0 0.2 0.4 0.6 0.8 1.0
relative root position

(¢) Global eyelash curvature distribu-
tion on the upper eyelid.

curvature_|

curvature_|

0.0 02 04 06 08 1.0
relative oot position

(f) Global eyelash curvature distribu-
tion on the lower eyelid.

yaw_u

-0.50

-0.75

relative root position

(i) Global eyelash yaw angle distribu-
tion on the upper eyelid.

yaw_|

0. 6
relative oot position

(1) Global eyelash yaw angle distribu-
tion on the lower eyelid.

17 of 17

Figure 19: Global distributions of eyelash data along the eyelids in our dataset. The blue color represents upper eyelid data and the red color
lower eyelid data. Plots a and d show the eyelash presence probability density functions and their product with the number of eyelashes on
the eyelid, respectively. All the other plots describe the distribution of eyelash model parameters w.r.t. the eyelid paths. Each dot corresponds
to an eyelash, and is color-coded to indicate the subject to whom it belongs.
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