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1. Deformation Gradients

In this section, we review the preliminaries for the deformation gra-
dients and Poisson equation.

1.1. Deformation gradients field

Given a discretized garment mesh, assumed to be a 2-manifold tri-
angular mesh with vertices position Vrest at rest status and triangu-
lation T. For a triangle i associated with vertices v j,vk,vl (counter-
clockwise), its local coordinate Qi as a 3× 3 matrix is defined as[
vk− v j,vl− v j,ni

]
and ni is the unit outward normal of triangle i.

The deformation gradient of triangle i at frame t with vertices posi-
tion Vt w.r.t. to the rest status can then be defined as Φ

t
i =Qt

iQ
−rest
i ,

where Q−rest
i refers to matrix inversion of Qrest

i , the local coordinate
of triangle j at rest status. We denote the deformation gradient field
at frame t as Φ

t := {Φt
i}i∈T. We choose deformation gradients be-

cause they fully capture the local deformation of the garment and
are invariant to the global translation and rotation.

1.2. Relative deformation gradient

Although the deformation gradients field provides a triangulation-
agnostic representation, directly predicting the deformation gra-
dient of frame i based on features of previous frames is not the
most efficient way. Instead, the residual of the deformation gradi-
ent field between two frames, namely the relative deformation gra-
dients Ψ

t = Φ
t
Φ
−(t−1), where Φ

−(t−1) is the element-wise matrix
inverse of Φ

t−1, is more suitable for learning the dynamics of the
garment deformation and frees the network from the effort of re-
membering the absolute deformation from previous frames.

1.3. Poisson equation

Given an arbitrary deformation gradient field Φ
t , we can recon-

struct the deformed mesh by solving a Poisson equation:

V∗ = argmin
V

∑
i∈T

si
∥∥Φi(V)−Φ

t
i
∥∥2

F , (1)

where si is the area of triangle i and Φi(V) is the deformation gradi-
ent of triangle i given vertex positions V. It is a sparse linear system
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Figure 1: Collision refinement. Our post-process refines the colli-
sion between garment and body in raw prediction by minimizing
the proposed energy.

w.r.t. to V and can be efficiently solved with the Laplace-Beltrami
operator [SP04; SCL*04].

2. Collision refinement

We use a post-process adopted from DRAPE [GRH*12] for colli-
sion refinement. Assuming the predicted cloth’s vertex position is
Ṽ and the body’s vertex position is U, we solve for a new vertex
position V to minimize the following energy functions:

Ecollision = ∑
(i, j)∈C

‖ε+~n j · (Vi−U j)‖2
2, (2)

where C is the set containing the paired indices of the cloth vertex
i in collision with the body and its nearest body vertex j, and~n j is
the outward normal of the body vertex j. This energy pushes the
vertices inside the body away from the body surface. Besides, we
also want to keep the local geometry of the cloth unchanged. We
thus also include the following Laplacian term:

Elap = ‖∆V−∆Ṽ‖2
2. (3)
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Figure 2: Qualitative comparison to GarSim.

To make this system determined, we add the following regulariza-
tion term:

Ereg = ‖V− Ṽ‖2
2. (4)

The overall energy function is thus:

E = Ecollision +λlapElap +λregEreg, (5)

and we use λlap = 0.5 and λreg = 1× 10−3 in our experiments.
It is a sparse least-square problem and can be efficiently solved
with Cholesky decomposition. We show an example of collision
refinement in Figure 1.

3. Qualitative Comparisons

In this section, we qualitatively compare our results to the results
of GarSim [TB23]. As can be seen in Figure 2, our model is able
to create more dynamics thanks to the global awareness introduced
by our manifold-aware transformer architecture.

4. Network architecture

In this section, we describe the detailed network architecture of our
framework.

We use an encoder-only transformer [VSP*17] architecture. Our
model contains 8 layers of transformer block. Each transformer
block contains a multi-head self-attention layer and a feed-forward
layer. The embedding dimension and the feed-forward layer di-
mension are set to 512. The number of heads is set to 8. We use
a dropout rate of 0.1.

For the input of the network, we gather the feature extracted
from the past 10 frames, namely nhist = 10. The range of manifold-
aware self-attention is controlled by pgeo = 20. We choose to use
nconn = 2 manifold-aware self-attention heads out of 8 heads. Dur-
ing training time, we split the input geometry into ns = 4 disjoint
subsets in the first 100 epochs for efficiency consideration. We then
stop the splitting (i.e. ns = 1) for the remaining epochs to enable
the network to learn fine details of garments. We train the network
with a batch size of 16.

We use hyper-parameters λsv and λvel to balance our global loss
term. We find that an equal weighting of the singular value loss

Lsv and a higher weighting of the global velocity loss Lvel deliv-
ers optimal results. Thus, we use λsv = 1 and λvel = 3 for all our
experiments.
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