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Abstract

6D pose estimation of rigid objects from RGB-D images is crucial for object grasping and manipulation in robotics. Although
RGB channels and the depth (D) channel are often complementary, providing respectively the appearance and geometry infor-
mation, it is still non-trivial on how to fully benefit from the two cross-modal data. From the simple yet new observation, when
an object rotates, its semantic label is invariant to the pose while its keypoint offset direction is variant to the pose. To this end,
we present SO(3)-Pose, a new representation learning network to explore SO(3)-equivariant and SO(3)-invariant features from
the depth channel for pose estimation. The SO(3)-invariant features facilitate to learn more distinctive representations for seg-
menting objects with similar appearance from RGB channels. The SO(3)-equivariant features communicate with RGB features
to deduce the (missed) geometry for detecting keypoints of an object with the reflective surface from the depth channel. Un-
like most of existing pose estimation methods, our SO(3)-Pose not only implements the information communication between the
RGB and depth channels, but also naturally absorbs the SO(3)-equivariance geometry knowledge from depth images, leading to
better appearance and geometry representation learning. Comprehensive experiments show that our method achieves the state-
of-the-art performance on three benchmarks. Code is available at https://github.com/phaoran9999/S03-Pose.

CCS Concepts
* Computing methodologies — Point-based models;

1. Introduction

6D pose estimation predicts a rigid transformation (i.e., 3D ro-
tation and translation) from the 3D coordinate system of the ob-
ject to the 3D coordinate system of the camera. Accurate 6D pose
enables a robot to interact with target objects in the environment
effectively [CTT*12, DWLZ21]. Although recent years have wit-
nessed a spurt of progress in 6D object pose estimation, it is still
challenging and many open problems remains to solve, due to the
heavy occlusions, cluttered backgrounds, and varying illuminations
in the environment.

Recent methods mainly depend on learning-based techniques
(e.g., CNN) [PZL*20] for 6D pose estimation. That is, at the train-
ing stage, cutting-edging models learn from 3D objects and images
that contain the objects in known 6D poses; and at the test stage,
given a list of object instances and an image with the objects vis-
ible in it, the trained models infer 6D poses of the listed object
instances. Initially, the inputs for these learning-based models are

1 Co-corresponding authors: W. Wang and M. Wei.
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Figure 1: SO(3) visualization. The red dots represent keypoints and
the yellow dot is one of the keypoints. The black dot is an appear-
ance point on the object. The semantic label (black dot) is invari-
ant and the keypoint offset direction (the orange arrow between the
black dot and the yellow dot) is variant when the object rotates.

only RGB images. When encountering the cases of 1) similar, oc-
cluded or texture-free objects, 2) poor lighting conditions, and 3)
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SS-Conv

Figure 2: Comparison of our SO(3)-Pose with FFB6D [HHF*21] and SS-Conv [LLC*21] for pose estimation on the LineMOD dataset.
Our SO(3)-Pose predicts a more accurate 6D object (see the Duck) pose that best fits the duck in the image than the state-of-the-arts. Please
note that, the object vertices in the object coordinate system are transformed by the predicted poses from individual methods to the camera
coordinate system and then projected to the image with the camera intrinsic matrix.

low-contrast scenes, these models become difficult to learn distinc-
tive representations from RGB images, due to lack of the geometry
information. The recently popular 3D sensors, such as Microsoft
Kinect, Velodyne LiDAR, Intel RealSense and LiDAR scanner of
Apple iPad Pro, can capture the real world into RGB-D images.
The extra depth (D) information is promising to assist the pose es-
timation problem.

Given an RGB-D image, how to fully benefit from the two cross-
modalities for better 6D pose estimation is still an open problem.
One common way of handling the cross-modalities is to extract ap-
pearance features and geometry features separately by two-stream
networks, e.g., DenseFusion [WXZ*19], and PVN3D [HSH*20].
The appearance and geometry features from the two steams are
fused and assigned to each pixel to realize the pose estimation.
However, since the two streams seldom interact with each other
to obtain the mutual gain, their performance surfers from degener-
ation sometimes, e.g., objects with similar appearance or with re-
flective surfaces. FFB6D [HHF*21] pioneers to communicate be-
tween the two streams by constructing bidirectional fusion mod-
ules. Thus, the two streams are encouraged to share the local-
and-global complementary information from each stream for learn-
ing appearance and geometry representations. Although FFB6D
achieves the state-of-the-art performance, the extracted features are
still simply fused to learn the semantic segmentation and keypoint
offset, without exploring geometry domain knowledge. Further-
more, since the full flow bidirectional fusion operation is applied
on each encoding and decoding layer of the two networks, the ex-
cessive interaction of the appearance and geometry features leads
to colossal time consumption, which hinders its capability on real-
time applications. By contrast, our work delves into the geometric
properties from the perspective of rigid transformations and turns to
learn SO(3) equivalence and invariance instead of conventional ge-
ometric features, and therefore estimates the 6D object pose effec-

tively. Herein, SO(3)-equivariance/invariance is defined as a char-
acteristic for feature mapping that the input and output have equiv-
alent/invariant transformation effects with a given instance in the
manifold space.

In this work, we propose SO(3)-Pose, a new representation learn-
ing network to explore SO(3)-equivariant and SO(3)-invariant fea-
tures from point clouds for instance-level object pose estimation
which needs object CAD model. SO(3)-Pose adopts a two-stage
strategy: 1) jointly segment the target objects from the RGB im-
age with the help of SO(3)-invariant features and regress the key-
points of objects from the depth image with the help of SO(3)-
equivariant features; and 2) given the keypoints, a PnP optimiza-
tion problem is solved to produce the pose parameters. From our
observation, the semantic label is SO(3)-invariant and the keypoint
offset is SO(3)-equivariant (see Fig. 1). To this end, we design
an SO(3)-equivariant encoder to extract SO(3)-equivariant features
from the point cloud, and meanwhile develop an equivariant-to-
invariant layer (E2Ilayer) to convert the SO(3)-equivariant features
to the SO(3)-invariant features. The SO(3)-equivariant features and
the RGB features are aggregated to localize keypoints, while the
SO(3)-invariant features and the RGB features are aggregated to
segment object instances.

Our method achieves the state-of-the-art performance (see Fig.
2). In summary, our contributions are as follows:

1) We propose a novel 6D object pose estimation network, which
introduces SO(3)-equivariance for representation learning. To
the best of our knowledge, this is the first work to introduce
SO(3)-equivariance to pose estimation.

2) We design a new module termed E2Ilayer, which effectively con-
verts the SO(3)-equivariant features to the SO(3)-invariant fea-
tures; we also design a novel loss, dubbed as SO3loss, to guide
the SO(3)-equivariance learning.
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3) We show the SO(3)-equivariance benefits both tasks of semantic
segmentation and keypoint detection by developing individual
feature fusion modules.

2. Related Work
2.1. Traditional approaches

In the traditional setting, methods focus on holistic and lo-
cal object shape representation learning. These methods can be
roughly divided into two groups, template-based and descriptor-
based, which are distinguished by how to utilize feature embedding
and clustering for pose estimation.

The first kind mainly aims at computing holistic shape descrip-
tion for each target model [DWL19, HLI* 12, HZL*15]. Specifi-
cally, the key technique of this type of methods is template match-
ing. These templates are generated by projecting a 3D model onto
different image planes from various viewpoints, and each tem-
plate has a pose parameter. In the inference phase, the final ob-
ject pose will be recovered by the correlation coefficient between
the query window and the template [ZC17]. As an early attempt
for this task, Hinterstoisser et al. [HLI"12] proposed a classical
framework, which integrates image gradients and surface normals
for robust feature embedding. This scheme achieves distinguished
holistic shape representation and significant detection performance.
Rios-Cabrera et al. [RCT13] devised a real-time scalable approach
based on LINE2D/LINEMOD [HCI*11]. They also designed a
novel strategy to distinguish templates by employing a cluster man-
ner. This kind of methods work well with texture-less objects, but
the detection performance will be severely degraded when severe
occlusion exists in real scenes.

The second group of methods performs either 2D-3D or 3D-
3D matching to establish correspondences in feature space, and
the final pose parameters can be recovered by solving the PnP
problem [LMNF09]. The core insight of this class of methods
is to extract robust feature points both on the image plane and
3D geometry surface [JMX*21, MJF*21, HIX*18, LWZ21], and
employs feature description on each keypoint to obtain a series
of matching points with feature similarity between them. One of
the most representative approaches was introduced by Mur-Artal
et al. [MAMT15], which proposed a novel 2D descriptor called
ORB. The ORB features are firstly extracted on the given im-
age and the pose parameters of keyframes are calculated by the
constructed correspondences from the 2D pixels to 3D points.
Correspondingly, when depth data is available, the 3D descrip-
tors [STDS14, HMZA21, DUNI10, HLRK16, VLLM18, ZLL*20]
can be built on the model surfaces and the correspondence matrix
will be filled with the matched 3D points. The pose estimation task
turns into a rigid registration problem. Once the correspondence is
established, the final pose can be solved by utilizing the SVD al-
gorithm. In general, descriptor-based approaches have advantages
in terms of computation complexity and robustness to partial oc-
clusion, since only the local structural features of the model are
highlighted and pushed into downstream calculation stages. How-
ever, due to the locality injection property of these methods, the
proposed 3D descriptors are sensitive to the variation of the envi-
ronment, e.g., illumination.

© 2022 The Author(s)
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2.2. Learning-based approaches

Recently, with the prevailing attention of deep learning tech-
niques, learning-based approaches have been deployed into many
vision fields and reveal remarkable progress such as image classifi-
cation [ATC*21], object detection [DCLC21], semantic segmen-
tation [WZA*21] etc. Similarly, learning-based methods can be
roughly divided into two categories, i.e., holistic and semi-holistic
approaches.

Holistic approaches regress the 3D translation and orientation
components of the target object directly from the given input
data [KMT*17, SHX*21]. Xiang et al. [XSNF17] introduced a
novel PoseCnn framework, which estimated the 3D translation by
combining the center location of the target object in the image with
the camera parameters. The 3D rotation is regressed from the neu-
ral network directly in a quaternion form by utilizing the position
and the semantic label of the object. Li et al. [LWJ*18] presented
a new scheme to regress the 6D pose in an iterative manner, which
iteratively refines the pose from initial pose parameters by match-
ing the test image against the rendered image. Sundermeyer et
al. [SMD* 18] proposed a real-time method to learn an implicit rep-
resentation of the target, and leveraged an augmented auto-encoder
to regress the 6D pose from the latent space. Wang et al. [WXZ*19]
designed a novel multi-modal feature fusion framework, which uti-
lizes two feature embedding branches to respectively extract the
color and the geometry cues, and employs a pixel-wise feature fu-
sion mechanism to achieve deep interaction of the multi-modality
data. This line of work can achieve satisfactory performance in sev-
eral benchmarks and be capable to implement end-to-end network
architecture directly. However, the generalization and learning abil-
ity of these methods are restricted by the non-linearity of rotation
space.

Current semi-holistic approaches first extract the keypoints on
the surface of the target model, and then utilize a PnP algorithm or
Least-Squares Fitting [GPH19,RL17, TSF18]. Hu et al. [HHFS19]
presented a two-stream segmentation-driven framework, which uti-
lizes each visible cell assigned by the segmentation stream to pre-
dict the 2D keypoints locations of the corresponding object. Peng
et al. [PZL*20] proposed a novel pixel-wise voting method to pre-
dict 2D keypoints of the target object in a given image. The dense
keypoints locations are predicted by regressing pixel-wise vectors
pointing to the keypoints. He et al. [HHF*21] introduced a new
bidirectional fusion network, which achieves RGB-D feature fusion
effectively and employs the keypoints regression network branch
proposed by [HSH*20] to obtain 3D keyponts. Keypoint-based
methods perform well in occlusion scenarios. However, the detec-
tion performance will be severely degraded for texture-less objects
when only the RGB images can be used.

2.3. Equivariant and Invariant Representation Learning

Recently, equivariance and invariance, as essential properties of
point cloud processing in the 3D vision field, have received exten-
sive attention.

Lin et al. [LLC*21] presented a novel convolution SS-Conv for
efficient learning of SE(3)-equivariant features in the point cloud,
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Figure 3: Overview of our SO(3)-Pose. SO(3)-equivariance is a geometric property in that a feature rotates the same degree and direction
as the object rotates. The SO(3)-invariant feature Fy,y, is obtained from the SO(3)-equivariant feature Feoqy; through the designed E2Ilayer.
Finy and Frgp, are fused and fed into a semantic segmentation module. Feqyi and Frg;, are fused and fed into a 3D keypoint detection module to
obtain per-object keypoints. Finally, the 6D pose parameters are fitted with the 3D-3D correspondence of keypoints.

which designs a sparse steerable kernel based on spherical harmon-
ics function. Li et al. [LWY*21] proposed a new SE(3)-equivariant
point cloud network for category-level object pose estimation,
which decouples the pose and object geometry shape by deploy-
ing an SE(3)-invariant shape reconstruction module and an SE(3)-
equivariant pose estimation module. Boulevard et al. [PRPO19]
introduced a novel SO(3)-invariance architecture to process point
cloud directly, which employs a spherical harmonics-based ker-
nel at different layers of the network to inject invariant features
at the global and local levels. Deng et al. [DLD*21] introduced a
general framework for SO(3)-equivariant feature extraction in the
point cloud and designed a vector neurons representation in feature
space.

3. Method

Our goal is to estimate the 6D pose parameters of a set of known
objects from an RGB-D image. The 6D pose parameters can be
represented by a rigid transformation 7' € SE(3) from the object
coordinate system to the camera coordinate system, which consists
of a 3D rotation matrix R € SO(3) and a 3D translation vector 1 €
R3. Given a depth image D € RY*H where W and H denote the
image width and height, and the camera intrinsic matrix K € R3%3,

we can acquire the corresponding point cloud P € R(WXH)x3 by

back-projecting homogeneous pixels 7 € R(W*H)x3

P=D(x Ik )

to 3D space:

3.1. Overview

At the top level, we show our SO(3)-Pose in Fig. 3. SO(3)-
Pose follows the high-performing keypoint-based two-stage strat-
egy [HSH*20, HHF*21]. A 2D encoder and an SO(3)-equivariant

encoder are utilized for representation learning of the RGB im-
age and point cloud (converted from the depth image), respec-
tively. For better appearance and geometry representation learning,
SO(3)-Pose not only absorbs the geometry knowledge of SO(3)-
equivariance from the point cloud, but also realizes the cross-modal
information communication. By the communication, the SO(3)-
invariant features facilitate to learn more distinctive representations
for segmenting objects with similar appearance from RGB chan-
nels; the SO(3)-equivariant features bridge RGB features to deduce
the (missed) geometry for detecting keypoints of an object with the
reflective surface from the depth channel. Finally, it utilizes the 3D-
3D correspondence of keypoints to fit the 6D pose parameters.

3.2. SO(3)-equivariant Layer

SO(3) can be interpreted as a 3 X 3 rotation matrix. A feature V
is SO(3)-equivariant if and only if it satisfies:

J(VR) = f(V)R, @

where R € SO(3) is a rotation matrix, f is a mapping function to
represent a layer operation, and V = {v; € RCX3,i =1,2,3,..} (C
is the feature dimension). Inspired by VNN [DLD*21], our method
learns the SO(3)-equivariance properties as follows.

Learning the rotation equivariance should build a series of ba-
sic SO(3)-equivariant layers containing the linear layers, non-linear
layers, pooling layers, and normalization layers. These layers all
satisfy the SO(3)-equivariance property according to the definition.
Given a weight matrix W € R %€ we define a linear operation
fiin(-; W) acting on a vector-list features V € RV *€*3 as:

V' = fin(ViW) = WV € RS %3, 3)

© 2022 The Author(s)
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We verify that if the input rotates by R € SO(3), the output also
rotates by the same matrix:

fiin(VR:W) = WVR = fiyn (V:W)R = V'R, @
yielding the desired equivariance property.

SO(3) has the closure property of a group. That means, the prod-
uct of a rotation matrix multiplied by any rotation matrix is also a
rotation matrix. If the final output is SO(3)-equivariant with the in-
put across a neural network, any intermediate output also needs to
satisfy the SO(3)-equivariance with the input. Thus, it is necessary
to construct a special SO(3)-equivariance layer to achieve the same
functions as the non-linear layers, pooling layers and normalization
layers.

Non-linearity plays an important role in the representation learn-
ing of neural networks. The non-linear layers (e.g., ReLU, leaky-
ReLU) split a feature space into two half-spaces: the positive half-
space keeps its original feature and the negative half-space is muted
or reduced by multiplication with a small weight. To keep SO(3)-
equivariance, we dynamically predict a direction from the input
vector-list feature and then truncate the portion of a vector that
points into the negative half-space of the learned direction:

, { q if (g,k) >0
Vi=q kN ko
1 <q’ HkH> TT

otherwise ®
where g = WV, k=UV, W e R'*€ U e R'*C and v € RE*3.

The pooling layer aims to downsample the feature. It also acts
as a symmetrical function in the point cloud networks to solve the
permutation problem of the point cloud. There are usually two main
solutions (i.e., max-pooling and mean-pooling) used in most of the
neural networks. According to the definition (Eq. 2), it is satisfied
with the average pooling operation. We adopt the mean pooling to
aggregate all feature information.

The normalization layer influences the convergence efficiency in
the training process. Layer normalization [BKH16] and instance
normalization [UVL16] only change the distributions in a sample
of a batch with respect to a rotation. Batch normalization [IS15]
aggregates statistics across all batch samples with respect to sev-
eral rotations. Averaging across arbitrarily rotated inputs would not
necessarily be useful. For example, averaging two input features
rotated in opposite directions would be zero instead of producing
that feature into a canonical pose. Thus, the operation of batch nor-
malization is required to be specially designed, which cannot break
the SO(3)-equivariance of features. We follow the design of VN-
Batchnorm [DLD*21] that is formulated as:

Np, = ElementwiseNorm (V) € RY Xl, 6)
{N;,}szl = BatchNorm ({Nb}f:l), %)
Vil = Vol e ®

b Nplc]’ ’

where {Vb}le are a batch of B vector-list features V, € RE*3,
Vi [c], Vp[c] are the vector channels, V}[c], V[c] are their scalar 2-
norms, and ElementwiseNorm (V) computes the 2-norm of every
vector channel ve = Vp[c] € V.

© 2022 The Author(s)
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Figure 4: The structure of E21layer. Red box indicates the SO(3)-
equivariant linear layer introduced in Section 3.2.

3.3. SO(3)-invariant Layer

SO(3)-invariant property is crucial for many tasks such as clas-
sification and segmentation, where the label of an object or its
parts should be invariant to the object’s pose. We define an SO(3)-
equivariant feature as:

FVR) = f(V). ©)

The rotation matrix is an orthonormal matrix; its inverse matrix is
equal to its transpose matrix. We can compute an SO(3)-invariant
feature from two SO(3)-equivariant features:

(VRY(TR)" =VRR'T" =vT". (10)

We propose an E2ILayer (an Equivariant-to-Invariant layer) to
learn the SO(3)-invariant feature as illustrated in Fig. 4. We attain
the SO(3)-invariant features to map the feature space onto the se-
mantic label space. We design a series of linear layers to increase
the feature expression ability.

3.4. Feature Fusion

Feature fusion is used to map the SO(3)-equivariant features to
the keypoint offset space and map the SO(3)-invariant features to
the semantic label space. From our observation, the semantic label
is invariant when the object rotates, and the relative orientation is
changed along with the rotation. From this discovery, we extract
the SO(3)-invariant and SO(3)-equivariant features from the point
cloud. We use a general 2D extractor from RGB images to contain
local and global appearance features, then we fuse the appearance
and SO(3)-equivariant features to map the feature space onto the
keypoint offset space. We fuse the appearance features and SO(3)-
invariant features to map the feature space onto the semantic space.
Specifically, we first concatenate the geometric feature and appear-
ance feature, and feed the fused features to MLP to generate the
mixed feature space for final prediction. To avoid overfitting, we
only use two linear layers.

3.5. 6D Object Pose Estimation

Once each point is assigned with a semantic label and an off-
set relative to the keypoints, we can start the second stage of pose
estimation.
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In detail, we first attain the object instance according to the per-
point label and center point which is one of the predicted keypoints.
Next, we cluster the keypoints to vote for certain keypoints corre-
sponding to the keypoints selected from the object models. Finally,
we utilize a least-squares fitting algorithm based on the 3D-3D cor-
responding relation to compute the pose parameters.

Let Lseg and Ly, be the two losses that are respectively imposed
on the segmentation branch and keypoint detection branch. For the
specific center point, we additionally use Lcenter. Lseg is a focal
loss [LGG*17]. Lyp and Leenter are Ly distance losses following
PVN3D [HSH*20]. Features extracted from the SO(3)-equivariant
layers have the transitive dependencies property, in that each for-
mer feature rotates by R is equivalent to all latter features ro-
tated by the same matrix R. In order to improve the expression of
the SO(3)-equivariant property, we propose a new loss function,
dubbed SO3loss, for the SO(3)-equivariant layers:

Loy = |f(V) = f(VRR™|, (11

where f represents a mapping through a series of SO(3)-equivariant
layers, R is any rotation matrix, and V is a former feature. We
jointly optimize the detection task and the auxiliary tasks by ap-
plying a gradient descent method to minimize the weighted sum of
the following losses:

Lan = MLseg +XaLip +A3Leenter +2AaLso3 (12)

where A1, A2, A3 and A4 are the weights for different tasks.

4. Experiments
4.1. DataSets

We evaluate our method on two benchmark datasets, including
the YCB-Video dataset and the LineMOD dataset.

YCB-Video dataset. YCB-Video [ XSNF17] consists of 21 YCB
objects [CSW*15] in 92 RGB-D videos. All the subsets of the ob-
jects that appeared in the scene are annotated with 6D pose and
instance-level masks. We follow the previous works [XSNF17,
WXZ*19,HSH*20] to split the training set and the testing set. We
also take the synthetic images for training as per [XSNF17] and
apply the hole completion algorithm to fill the depth images as
per [KHW18].

LineMOD dataset. LineMOD [HHC*11] contains 13 low-
textured objects in 13 videos, with annotated 6D pose and instance-
semantic masks. The varying lighting, texture-less objects and clut-
tered scenes make this dataset challenging. We follow prior works
[XSNF17, WXZ*19] to split the training set and the testing set,
and we also obtain synthesis images for the training set follow-
ing [PLH" 19, HSH*20].

Occlusion LineMOD dataset. Occlusion LineMOD [BKM™* 14]
is created by additionally annotating a subset of the LineMOD
dataset. It contains 8 objects out of 13 LineMOD objects. Heavy
occlusion in the objects makes the dataset challenging.

4.2. Metrics

We evaluate our method with the average distance metrics ADD
[HHC*11] and ADD-S [XSNF17]. For non-symmetric objects, the

B E E+F | E+F+S
ADDS 93.1 | 93.6 | 94.1 94.4
ADD(-S) | 87.9 | 88.8 | 90.0 90.1

Table 1: Ablation studies on different configurations in terms of
the ADDS metric and ADD(-S) metric. “B” is the baseline setting
which uses the PointNet as the point cloud encoder. “E” only uses
the SO(3)-equivariant layers. “E+F” adds the SO(3)-invariat lay-
ers and the feature fusion strategy, “E+F+S” further introduces
the SO3loss.

ADD metric calculates the point-pair average distance between ob-
ject model vertices transformed by the ground truth pose [R*,t*]
and the predicted pose [R,?]:

1 * *
ADD = Y (R x+1") — (Rx+1)||, (13)

xeO
where x denotes a vertex in the object model O, m is the number of
vertices. For symmetric objects, the ADD-S metric calculates the
mean distance based on the closest point distance:

Loy i (R ) —
ADD-S = mx}%‘bxr;le%H(R xi+1") = (R +1)||. (14

In the YCB-Video dataset, we follow prior works [XSNF17,
WXZ*19,HHF*21] to report the area under the ADDS and ADD(-
S) [HLI*12] curve (AUC) and set the maximum threshold of AUC
to be 0.1m. The ADD(-S) calculates ADD for non-symmetric ob-
jects and ADDS for symmetric objects. In the LineMOD dataset,
we follow [PLH*19] to use the ADD(-S)-0.1d which indicates that
the estimated pose is correct when the ADD(-S) distance is less
than 10% of the model’s diameter.

4.3. Implementation Details

We train our model on the original YCB-Video dataset and
the additional rendering LineMOD dataset following FFB6D
[HHF*21]. We select the PSPNet [ZSQ*17] as the 2D feature ex-
tractor which is widely used in the field of image segmentation.
We design the point cloud feature extractor with the component
presented by VNN [DLD*21]. In the training stage, we set the loss
function weights A1, A2, A3 and A4 as 1.0, 1.0, 1.0, 0.5, respectively.
We train 20 epochs in the YCB-Video dataset and 10 epochs in the
LineMOD dataset for single objects.

4.4. Ablation Studies

We conduct ablation studies to evaluate the effect of the feature
fusion strategy and the SO(3) loss on the YCB-Video dataset. Ta-
ble 1 summarizes the results of ablation studies on the YCB-video
dataset.

The column “E” is based on the SO(3)-equivariance layers and
uses the concatenation of SO(3)-equivariant features and appear-
ance features to relate both the semantic label and keypoint offset.
Column “B” uses the PointNet as the point cloud encoder and other
settings are the same as the column “E”. Column “E+F” denotes
the base SO(3)-equivariance layer and an additional feature fusion

© 2022 The Author(s)
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PoseCNN PoseCNN+ICP DF(per-pixel) DF(iterative) FFB6D(trained) Ours Ours+ICP
ADDS | ADD(-S) | ADDS | ADD(-S) | ADDS | ADD(-S) | ADDS | ADD(-S) | ADDS | ADD(-S) | ADDS | ADD(-S) | ADDS | ADD(-S)
002_master_chef_can 83.9 50.2 95.8 68.1 953 70.7 96.4 73.2 95.7 78.6 95.5 82.2 95.5 82.8
003_cracker_box 76.9 53.1 92.7 83.4 92.5 86.9 95.8 94.1 94.4 90.0 94.3 90.6 91.1 85.1
004_sugar_box 84.2 68.4 98.2 97.1 95.1 90.8 95.8 94.1 96.3 934 96.5 94.2 97.3 96.3
005_tomato_soup_can 81.0 66.2 94.5 81.8 93.8 84.7 94.5 85.5 94.3 83.1 95.4 89.5 95.7 89.9
006_mustard_bottle 90.4 81.0 98.6 98.0 95.8 90.9 97.3 94.7 96.7 94.4 96.7 94.6 97.8 97.0
007_tuna_fish_can 88.0 70.7 97.1 83.9 95.7 79.6 97.1 81.9 95.5 83.1 95.8 86.6 97.1 87.8
008_pudding_box 79.1 62.7 97.9 96.6 94.3 89.3 96.0 933 95.5 91.6 96.8 94.2 97.5 96.1
009_gelatin_box 87.2 75.2 98.8 98.1 97.2 95.8 98.0 96.7 96.8 93.5 97.3 94.7 98.5 97.8
010_potted_meat_can 78.5 59.5 92.7 83.5 89.3 79.6 90.7 83.6 89.7 82.9 924 84.5 91.6 80.9
011_banana 86.0 723 97.1 91.9 90.0 76.7 96.2 83.3 96.8 94.0 95.8 91.3 97.5 95.1
019_pitcher_base 77.0 533 97.8 96.9 93.6 87.1 97.5 96.9 95.5 91.4 95.6 91.7 97.1 95.8
021_bleach_cleanser 71.6 50.3 96.9 92.5 94.4 87.5 95.9 89.9 95.4 90.6 95.1 91.4 96.9 94.9
024_bowl 69.6 69.6 81.0 81.0 86.0 86.0 89.5 89.5 86.2 86.2 88.4 88.4 87.8 87.8
025_mug 78.2 58.5 94.9 81.1 95.3 83.8 96.7 88.9 97.0 91.3 96.7 91.1 97.7 94.8
035_power_drill 72.7 55.3 98.2 97.7 92.1 83.7 96.0 92.7 95.9 93.1 95.9 93.2 96.6 94.8
036_wood_block 64.3 64.3 87.6 87.6 89.5 89.5 92.8 92.8 91.5 91.5 86.6 86.6 91.6 91.6
037_scissors 56.9 35.8 91.7 78.4 90.1 71.4 92.0 719 94.1 83.0 91.8 81.0 88.5 73.1
040_large_marker 71.7 58.3 97.2 85.3 95.1 89.1 97.6 93.0 94.7 85.2 94.4 86.9 97.6 88.3
051_large_clamp 50.2 50.2 75.2 75.2 71.5 71.5 725 725 91.0 91.0 94.2 94.2 95.8 95.8
052_extra_large_clamp 44.1 44.1 64.4 64.4 70.2 70.2 69.9 69.9 91.2 91.2 91.2 91.2 91.7 91.7
061_foam_brick 88.0 88.0 97.2 97.2 92.2 92.2 92.0 92.0 93.8 93.8 95.0 95.0 97.0 97.0
average 75.8 59.9 93.0 85.4 91.2 82.9 93.2 86.1 942 89.1 94.4 90.1 95.1 91.1

Table 2: Quantitative evaluation of ADDS AUC and ADD(-S) AUC metrics on the YCB-Video dataset. Objects in bold are considered as the
symmetric objects. FFB6D(trained) indicates the model is trained under its original settings [HHF*21].

RGB RGB-D
PoseCNN+ | by Net | copN | DPOD | Point- | Dense- | oo ot | pPUNSD | SS-Conv | FFB6D | Ours
DeepIM Fusion Fusion

ape 77.0 436 | 644 | 877 70.4 923 96.8 973 97.4 984 | 98.6
benchvise 97.5 99.9 | 978 | 985 80.7 93.2 96.1 99.7 99.3 100.0 | 100.0
camera 935 869 | 917 | 96.1 60.8 94.4 98.2 99.6 99.5 999 | 99.9
can 96.5 955 | 959 | 99.7 61.1 93.1 98.0 99.5 99.6 99.8 | 100.0
cat 82.1 793 | 838 | 947 79.1 96.5 99.2 99.8 99.8 99.9 | 100.0
driller 95.0 9.4 | 962 | 988 473 87.0 99.8 993 99.6 100.0 | 100.0
duck 77.7 526 | 668 | 863 63.0 923 97.7 98.2 97.8 984 | 98.5
eggbox 97.1 992 | 997 | 99.9 99.9 99.8 100.0 99.8 99.9 100.0 | 100.0
glue 99.4 95.7 | 996 | 968 99.3 100.0 100.0 100.0 99.6 100.0 | 100.0
holepuncher 52.8 82.0 85.8 86.9 71.8 92.1 99.0 99.9 99.4 99.8 100.0
iron 983 989 | 979 | 100.0 83.2 97.0 99.3 99.7 99.2 99.9 | 100.0
lamp 975 993 | 979 | 968 62.3 953 99.5 99.8 99.7 99.9 | 100.0
phone 87.7 924 | 908 | 947 78.8 92.8 98.9 99.5 98.2 997 | 99.9
MEAN 886 863 | 899 | 952 737 943 98.7 99.4 992 997 | 99.8

Table 3: Quantitative evaluation using the ADD(-S)-0.1d metric on the LineMOD dataset. Objects with bold name are symmetric.

strategy. Column “E+F+S” shows the results of further adding the
SO(3) loss. The 2D encoder is the same for all models.

To validate the feature fusion strategy, we compare the column

“E+F” with the column “E”. The results show that the feature fu-
sion strategy can learn a better mapping from the feature space to
the semantic space and keypoint offset space, thus increasing the
accuracy of pose estimation.

To analyze the SO(3)loss, we compare the pose estimation re-
sults based on the “E+F” model. The results in Column “E+F+S”
demonstrate that adding the SO(3)loss further improves the accu-
racy of pose estimation.
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4.5. Comparisons

‘We compare our method with the state-of-the-art methods which
take RGB or RGB-D as input and output the 6D object pose.

Performance on the YCB-Video dataset. In Table 2, we
compare our method with PoseCNN [XSNF17], DenseFusion
[WXZ*19] and FFB6D [HHF*21] on the YCB-Video dataset in
terms of the ADDS AUC metric and ADD(-S) AUC metric. Our
method achieves competitive performance with its competitors.
[XSNF17, WXZ*19] directly regress the rotation matrix and trans-
lation vector, while our two-stage method first predicts the keypoint
localization and then fits the 6D pose parameters. The results show
that our method performs well for the large clamp and the extra-
large clamp which are difficult to detect because of their symmetry
and similarity. Comparing with other methods with refinement pro-
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Method | PoseCNN | Pix2Pose | PVNet | DPOD H;‘l °* | HybridPose | PVN3D | FFB6D | Ours
ape 9.6 22.0 158 ; 19.2 20.9 33.9 72 | 497
can 452 44.7 63.3 - 65.1 75.3 88.6 852 | 888
cat 0.9 22.7 16.7 - 18.9 24.9 39.1 457 | 509
driller 414 447 65.7 - 69.0 70.2 78.4 814 | 88.6
duck 19.6 15.0 25.2 - 253 27.9 419 539 | 58.1
eggbox 22.0 25.2 50.2 - 52.0 52.4 80.9 702 | 60.8
glue 38.5 32.4 49.6 - 51.4 53.8 68.1 60.1 | 71.0
holepuncher |  22.1 49.5 39.7 - 45.6 542 747 859 | 824
MEAN 24.9 32.0 408 | 473 | 433 475 632 662 | 684

Table 4: Quantitative evaluation using the ADD(-S)-0.1d metric on the Occlusion LineMOD dataset. Hu et al. means the paper [HFWS20].

Symmetric objects’ names are in bold.

FFB6D*
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Figure 5: Visual Comparison with FFB6D [HHF*21] on YCB-Video. Different objects in the same scene are in different colors. The points
are projected back to the image after being transformed by the predicted pose.

cedure, our model with ICP outperforms PoseCNN+ICP by 6.7%
and exceeds DF (iterative) by 5.8% on the ADD(-S) metric.

Performance on the LineMOD dataset. In Table 3, we com-
pare our method with PoseCNN [XSNF17] + DeepIM [LWJ*18],
PointFusion [XAJ17], PVNet [PLH*19], DenseFusion [WXZ*19],
G2LNet [CJC*20], PVN3D [HSH*20], FFB6D [HHF*21] and SS-
Conv [LLC*21] on the LineMOD dataset in terms of the ADD(-
S)-0.1d metrics. Our method achieves the state-of-the-art perfor-
mance. [XSNF17,PLH*19] are based on the RGB images, and the
other methods are based on the RGB-D images. G2LNet [CJC*20]
first learns the global feature, and then learns the local feature. SS-

Conv [LLC*21] learns the SE(3)-equivariant feature to relate the
rotation space and the translation space. The results show that our
design of learning SO(3)-equivariant features outperforms its com-
petitors. On the ADD(-S)-0.1d metric, our model achieves the state-
of-the-art at all objects.

Performance on the Occlusion LineMOD dataset. We use
the model trained on the LineMOD dataset for testing on the
Occlusion LineMOD dataset. Table 4 shows the comparison of
our method with PoseCNN [XSNF17], Pix2Pose [PPV19], PVNet
[PLH*19], DPOD [ZSI19], [HFWS20], HybridPose [SSH20],
PVN3D [HSH*20] and FFB6D [HHF*21] in terms of the ADD(-
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FFB6D

Ours

GT

Figure 6: Visual Comparison with FFB6D [HHF*21]. We select two challenging objects (ape boxed in blue and duck boxed in orange) from

LineMOD.

S)-0.1d metric. Our method achieves the state-of-the-art perfor-
mance. Although the results of eggbox and holepuncher are lower
than PVN3D and FFB6D, the results of other objects achieve the
best performance among all methods. Our model exceeds FFB6D
by 3.3%. And our method outperforms FFB6D by a margin of
11.4% in the ADD(-S)-0.1d metric of the cat. The improved per-
formance demonstrates that the proposed method is highly robust
to occlusion.

As for FFB6D [HHF*21], we re-train its source code under the
same settings suggested by the original authors for fair compar-
isons. We can see that FFB6D performs very well, ranking the sec-
ond place.

4.6. Visualization

We demonstrate some visualization results from the YCB-Video
dataset and the LineMOD dataset in Fig. 5 and Fig. 6, respectively.
We find in Fig. 5 that the ground truth of the object boxed in orange
(see the right-bottom image) is not accurate, since the YCB-Video
dataset is sampled from a fast-moving video, which produces some
motion-blurred frames. The results show our method outperforms
its competitor, even in the occlusion scenes, e.g., the object in the
yellow box (see Columns 2 and 4 of Fig. 5).

5. Conclusion

In this paper, we proposed a novel method, called SO(3)-Pose,
for 6D instance-level object pose estimation. We verify that lever-
aging SO(3)-equivariance features to learn the keypoint offset and
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leveraging SO(3)-invariance features to learn the semantic label
are beneficial to the pose estimation task. We propose a new loss
function, namely SO3loss, to facilitate the training of the proposed
network. Extensive experiments on two standard pose estimation
datasets demonstrate the effectiveness of our proposed method, and
show that it outperforms state-of-the-art methods. However, our
method is limited by the simple MLP structure. In future, we will
explore the powerful structures to satisfy the SO(3)-equivariance
property, such as transformer.
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