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In this supplementary material, we provides detail implementa-
tion of network architectures including the generator and the detec-
tor in Section 1. Section 2 presents more quantitative comparisons,
and we show additional qualitative results in Section 3.

1. Details of Network Architecture

Table 1 shows the encoder-decoder architecture of the whole gen-
erator with eight residual blocks as bottleneck, and the architec-
ture of residual block lists in Table 2. The input of the generator is
the concatenation of the corrupted image and the mask with four
channels, and the range of the input is [0,1] after normalization.
The output of the generator is the completion prediction also with
range [0,1]. Obviously, the generator constructs a mapping from
R256×256×4 ∈ [0,1] to R256×256×3 ∈ [0,1]. The architecture of the
detector reports in Table 3. The input of the detector is the comple-
tion prediction, and the detector outputs the evaluation result with
two-layer probability map.

2. More Quantitative Comparisons

Table 4 reports quantitative comparison results of PCon-
v [LRS∗18], PEN [ZFCG19], GConv [YLY∗19] and our method on
Paris StreetView [DSG∗12] dataset, which is a complement of Ta-
ble 1 in the paper to fully measure above four methods. Our method
achieves best results among all methods except “FID” in the range
of (0.01-0.1] and (0.5-0.6].

3. More Qualitative Results

Fig. 1, Fig. 2 and Fig. 3 show more qualitative comparisons on
Celeba-HQ [LLWT15, KALL17], Places2 [ZLK∗17] and Paris
StreetView [DSG∗12] dataset, respectively. Moreover, additional
results by our proposed method are shown in Fig. 4 and Fig. 5.
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Table 1: The architecture of the generator. The column of “Type” distinguishes convolution (Conv) and deconvolution (DeConv). The type of
padding is classified into Reflect and Zero. The column of “Chanel” means the number of filters in this layer or the number of output feature
maps. The first three layers are in encoder stage, whereas the last three layers are in decoder stage.

Type Channel Kernel Size Stride Padding Padding Type Instance Norm Nonlinearity
Conv 64 7×7 1 3 Reflect Y ReLU(·)
Conv 128 4×4 2 1 Zero Y ReLU(·)
Conv 256 4×4 2 1 Zero Y ReLU(·)

Bottleneck: 8 × Residual Blocks
DeConv 128 4×4 2 1 Zero Y ReLu(·)
DeConv 64 4×4 2 1 Zero Y ReLu(·)

Conv 3 7×7 1 3 Reflect N [Tanh(·)+1]/2

Table 2: The architecture of the residual block with two convolutional layers. The type of all padding is Reflect.

Type Channel Kernel Size Stride Dilation Rate Padding Instance Norm ReLU
Conv 256 3×3 1 2 2 Y Y
Conv 256 3×3 1 1 1 Y N

Table 3: The architecture of the detector. All layers do not include normalization operations. The last two layers are in decoder stage to
upsample the evaluation with the same size as the input.

Type Channel Kernel Size Stride Padding Padding Type Nonlinearity
Conv 32 4×4 1 2 Zero LeakyReLU(0.2)
Conv 64 4×4 1 2 Zero LeakyReLU(0.2)
Conv 128 4×4 2 1 Zero LeakyReLU(0.2)
Conv 256 4×4 2 1 Zero LeakyReLU(0.2)
Conv 256 4×4 1 2 Zero LeakyReLU(0.2)

DeConv 128 4×4 2 1 Zero /
DeConv 2 4×4 2 1 Zero SoftMax

Table 4: Comparison with various methods on Paris StreetView dataset. † Lower is better. ¶ Higher is better.

Mask (0.01-0.1] (0.1-0.2] (0.2-0.3] (0.3-0.4] (0.4-0.5] (0.5-0.6]

` 1
(%

)†

PConv 1.17 2.87 4.87 6.96 9.38 13.34
PEN 0.97 2.58 4.65 6.84 9.35 13.00

GConv 0.93 2.55 4.67 6.99 9.58 14.19
Ours 0.85 1.96 3.41 5.07 7.01 10.71

PS
N

R
¶ PConv 32.76 28.02 25.47 23.80 22.36 20.37

PEN 34.25 28.97 26.03 24.12 22.56 20.72
GConv 34.72 28.95 25.73 23.62 21.95 19.59
Ours 34.88 31.05 28.23 26.17 24.48 21.90

SS
IM
¶ PConv 0.968 0.925 0.874 0.820 0.752 0.629

PEN 0.979 0.939 0.884 0.821 0.745 0.625
GConv 0.980 0.940 0.885 0.825 0.757 0.629
Ours 0.983 0.960 0.926 0.882 0.827 0.706

FI
D
†

PConv 15.34 30.42 46.58 62.90 82.00 102.75
PEN 9.63 25.71 46.52 67.88 91.65 117.94

GConv 7.84 20.27 34.50 46.92 59.73 75.11
Ours 9.13 17.27 29.75 43.54 58.86 83.09
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OursGT Input PConv PEN GConv

Figure 1: Qualitative comparison over Celeba-HQ dataset. The notations of each method are the same as the Fig. 4 in the paper.
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OursGT Input PConv PEN GConv

Figure 2: Qualitative comparison over Places2 dataset. The notations of each method are the same as the Fig. 4 in the paper.
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OursGT Input PConv PEN GConv

Figure 3: Qualitative comparison over Paris StreetView dataset. The notations of each method are the same as the Fig. 4 in the paper.
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ResultInput ResultInput

Figure 4: Additional results of our proposed method.
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Figure 5: Additional results of our proposed method.
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