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A Time to closest approach and distance at
closest approach

Let us assume that the agents and the obstacles have a linear motion.
Then P, (t) and P, (t) can be defined as:

Pa(t) =Pat+tva, (l)
Po,i (t) = Po; + t Vo, » (2)

where P, (t) is the position of agent a and P, (¢) is the position of

obstacle o;, both at time ¢. The squared distance D? between agent
a and obstacle o; at time ¢ is given by:

D*(t) = [Ipo; = Pa +t (Vo, = Va) ||” ©)

= ‘|poi\a+tvoi\a‘|2 . (4)

The time to closest approach (ttca,,,.) between agent a and obsta-
cle o; is given by the following equation:
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=D —
ZDim =0, ®)
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d
D) =2 (Posia +t Voyla) “Voula - ©

By solving Eq. (5) for t, we have that ttca is given by:

teR 1Vo,~\a:(0,0)
ttcao;,a = Po.la"Vo;la ) (7
—W Voila 7 (0,0)

Once the value of ttcao,,q is known, the dcao, o can be easily com-
puted:

dcao;,a = v/ D?(ttcao, a) 8)

= Hpoi|u +ttca0i,ﬂrvoi\a”a )

given that x* = x - x = ||x||%.

B Gradient of the cost function

Computing the gradient

oC: dse + oC: do
0S4

VC = 59, 0

implies computing the partial derivatives given by:

0Cy  0C,, , 0C,
0sa  0sq + 054 (10)
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The value of the partial derivatives of C',, (see Egs. (10) and (11)),

given by:
o2 o(1(&))
and ,
e (a(m))

To determine the value the partial derivatives of C, (see Egs. (12)
and (13)) the following quantities must to be computed:
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In the next two sections of this appendix, we show how to compute
the partial derivatives of ttcao,;,. and dcao,,. required to evaluate
Eqgs. (16) and (17).

C Partial derivatives of ttca,, ,

Let us assume that v,,, # (0,0) in which case the ttcao, q is
given by:

ttcao,,a = ,i (18)
g
where
f = Pojla " Vo;la (19)
9 = Vo;la " Vojla - (20



The partial derivative of ttca with respect to a hypothetical argu-
ment z is thus:

Ottcao, o gi % f
7 T T 21
O g + = 2n
Let us recall that:
Vosla = (Vzo; — Sa €080, Vyo; — Sasinf,) . (22)

Let us also notice the following equalities:

OV, la
ile _ Sa (sin6q, — cos0q) = (Vya, —Vza) (23)
06,
and 5
VO’ a . A~
05;‘ = —(c080q,sin6,) = —V, . (24)
To compute ait;‘;;’i‘“ and att;‘:zi‘“, we need thus to derive (57’;,
965{1 , ;T*‘i and 0859(1 . Follow the two partial derivatives of f:
of _ 8(p01:|a'v011\a) _ ) 8V0L‘\a
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= —Po;la * Va . (26)
The partial derivatives of g are given by:
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Using Egs. (21), (25) and (27) we can compute:
dttcao,,a _ Pojla * (Vya; —Vza)
0, Vo,la * Voila
(2 (Vya; —Vsa) 'Voi|a) (poi|a : Voi\a)
(Voila * Voila)”
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oila +2ttcao;,a Vo,|a) - (Vya, —Vza
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Vo,la * Vo,la

Using Egs. (21), (26) and (28) we can compute:
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D Partial derivatives of dca,, ,
Let us recall the expression of dcao,,q:
dcao, o = ||deca,,ql|= ”poila + ttcaoiaavoi\a”
= (dcay, o - decao, o) . 31)

The partial derivative of dcao,, . With respect to a hypothetical ar-
gument X is given by:

ddcao. a 1 _ 0 (dcay, o - dcay,
= (dcay,,q - deay, o) /2 ( 9% )
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The rightmost term of Eq. (32) can be developed as:
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ox i

given that p,, |, is a constant, this equation can be simplified as:

8 d 0:.a 2 a tt o;,aVo;|la
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where
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To compute the partial derivative of dca,,,. With respect to 04, we
can use the results from Egs. (23), (29), (32) and (34), yielding:
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Similarly, to compute the partial derivative of dca,, . With respect
to sq, we can use the results from Eqgs. (24), (30), (32) and (34).
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E Dependence on Camera Resolution

Synthetic vision algorithms manipulate large amounts of data
(12288 pixels per agent for a 256 x 48 camera resolution, for ex-
ample). The main bottleneck is the texture download from GPU to
CPU. This can be alleviated by downsizing the camera’s resolution.
Fig. 1 shows the effect of resolution decrease on simulation results
for our model and for OSV. Results show that our new technique
is much less sensitive to the camera resolution parameter. Visual
differences in the trajectories can hardly be observed even when re-
ducing the original resolution by 93.75%. A special case of camera
resolution is 256 x 1, in which case the agent keeps a wide view
(rightmost column of Fig. 1). Finally, Fig. 2 shows the performance
of our model when varying the number of agents and the camera
resolution. As expected, the performance decreases as the number
of agents increases.

F Complete results

In this section we provide the complete set of results used for the
article, as well as some variations of the presented scenarios.
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Figure 1: Impact of the camera resolution for our model and OSV. In our model the obstacles perception and anticipation are only slightly
affected, even using a 1D camera resolution.
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Figure 2: Performance for the Opposite scenario varying the num-
ber of agents and the camera resolution.
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Figure 3: Comparison of the results for the Opposite scenario with structured initial positions. The two groups of agents (red and blue)
have as goal to switch positions. Results are shown for our model, OSV, RVO2 and Power Law.
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Figure 4: Comparison of the results for the Opposite scenario with noisy initial positions. The two groups of agents (red and blue) have as
goal to switch positions. Results are shown for our model, OSV, RVO2 and Power Law.
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Figure 5: Comparison of the results for the Columns scenario. The two groups of agents (red and blue) have as goal to switch positions.

Results are shown for our model, OSV, RVO2 and Power Law.
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Figure 6: Comparison of the results for the Crossing scenario with many agents and structured initial positions. The two groups of agents
(red and blue) move perpendicularly and must cross each other to reach their goal. Results are shown for our model, OSV, RVO2 and Power
Law.
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Figure 7: Comparison of the results for the Crossing scenario with many agents and noisy initial positions. The two groups of agents (red
and blue) move perpendicularly and must cross each other to reach their goal. Results are shown for our model, OSV, RVO2 and Power Law.
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Figure 8: Comparison of the results for the S-Corridor scenario. The agents must traverse the corridor so as to reach their goal. No global
path planner is used. Results are shown for our model, OSV, RVO2 and Power Law.
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Figure 9: Comparison of the results for the Circle scenario with symmetric initial positions. The goal of the agents is to reach the diametri-
cally opposed position. The agents color encodes the speed: dark blue means the agent is stopped or moving slower than its comfort speed;
light green means the agent is moving at its comfort speed; and red means the agent is moving faster than its comfort speed. Results are
shown for our model, OSV, RVO2 and Power Law.
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Figure 10: Comparison of the results for the Circle scenario with noisy initial positions. The goal of the agents is to reach the diametrically
opposed position. The agents color encodes the speed: dark blue means the agent is stopped or moving slower than its comfort speed; light
green means the agent is moving at its comfort speed; and red means the agent is moving faster than its comfort speed. Results are shown for
our model, OSV, RVO2 and Power Law.
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(a) 1-D Periodic Corrridor scenario.
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(b) Fundamental diagram.

Figure 11: Results for the 1-D Periodic Corridor scenario. A way of quantifying global features of a model is to determine its fundamental
diagram (FD), which measures the speed of the agents as a function of the density of agents in a given area. In the scenario shown in (a), we
measured the agents’ speed as a function of the density. The bottom image compares the fundamental diagram (relation between density and
speed) of the four tested models and real data. Note that the curve corresponding to our model, in red, follows the general trends observed in
the real data, as opposed to those of the other tested models.



